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PREFACE 

The triennial International Alloy Conferences (IACs) aim at the identification and 
promotion of the common elements developed in the study, either experimental, 
phenomenological, or theoretical and computational, of materials properties across 
materials types, from metals to minerals. To accomplish this goal, the IACs bring 
together scientists from a wide spectrum of materials science including experiment, 
theory, modeling, and computation, incorporating a broad range of materials properties. 
The first IAC, IAC-1, took place in Athens, Greece, June 16-21, 1996. The present 
volume of proceedings contains the papers presented at IAC-2, that took place in Davos, 
Switzerland, August 8-13, 1999. 

The topics in this book fall into several themes, which suggest a number of different 
classification schemes. We have chosen a scheme that classifies the papers in the volume 
into the categories Microstructural Properties; Ordering, Kinetics and Diffusion; 
Magnetic Properties and Elastic Properties. We have juxtaposed apparently disparate 
approaches to similar physical processes, in the hope of revealing the dynamic character 
of the processes under consideration. We hope this will invigorate new kinds of 
discussion and reveal challenges and new avenues to the description and prediction of 
properties of materials in the solid state and the conditions that produce them. 

Microstructural characteristics provide access to both the design of materials and 
their physical history. Microstructure can determine the physical properties of a material, 
can speak volumes of the conditions that formed it and can contribute to its future 
evolution. Thus microstructure can be of as much interest to those who would like to 
reconstruct conditions (archeologists, forensic engineers and geologists) that caused 
certain microstructures as to those who wish to fabricate materials with new properties or 
predict their failure. The Microstructural Considerations Section contains contributions 
that discuss the potential contribution of microstructure to the future development and 
properties of a material, including works on phase transformations, diffusion, phase 
instabilities, grain and twist boundaries, and the effects of electronic structure on 
properties. 

The section on Ordering presents contributions to the characterization and modeling 
of ordering phenomena. The section includes studies oriented toward discovering 
comprehensive principles of solids, as well as more focused studies that discuss the 
relative applicability of modeling approaches to explain experimentally observed 
perturbations of a system and their effects on ordering. Articles on ordering are also 
found elsewhere in this volume within the Kinetics and Diffusion Section and the Elastic 
Considerations Section. 

Papers in the Kinetics and Diffusion Section address processes that are timed in spans 
of minutes to potentially thousands of years. Applications range from the development of 
more efficient materials to understanding the history of the earth. Although the 
application, scale and heterogeneity of the systems studied in this section vary markedly, 
the fundamental mechanisms that govern the processes of interest are essentially the 
same. 



The ability to predict and understand phase transitions is at the heart of predicting 
material properties in inaccessible conditions, whether due to scale, temperature, pressure 
or time. Properties of the phase transitions themselves are keys to engineering design. 
Experimental and modeling papers represented in the Phase Stability and 
Transformations section push the limits of understanding these phenomena in all those 
directions and at a number of scales. The experimental design required to understand 
crystal configurations (symmetry and lattice parameters) under extreme conditions can be 
a challenge in itself. As for the other topics in this book there is synergy between model 
construction and experiment. The experimental results at times pose questions that may 
be addressed through models, and the models drive new possibilities that can be verified 
through experiment. 

The understanding of magnetic properties in alloys clearly requires the need for 
connecting length scales. From electronic structure to microstructure, the papers in this 
section deal with both theoretical and experimental challenges of describing magnetic 
behavior over a wide range of length scales. The issues addressed in the Magnetic 
Properties Section explore a variety of microstructures ranging from thin films to bulk 
materials. Experiment and theory/computation are well represented in this domain. Giant 
magnetoresistence effects, ballistic transport, Fermi-surface and charge transfer effects 
are discussed, along with the relative merits of different computational techniques used in 
these studies. 

The last section, entitled Elastic Properties, contains contributions related to elastic 
effects. The themes that are explored relate to the accommodation of an imposed 
pressure, various relaxation effects, the loss of elastic response, and phase stability 
considerations as they relate to elastic constraints. The work represented in this section is 
diverse and appears to only scratch the surface of a wide range of dynamic effects caused 
by elastic response that range from subtle interatomic relationships to property- 
determinant processes, all of which may provide the basis for future materials design. 

As the editors of this second IAC, we are grateful to a number of organizations for 
their generous financial support. We express our gratitude to the United Engineering 
Foundation, especially Norm Stoloff and Barbara Hickernell; the Materials, Metals and 
Minerals Society, through its Electronic, Magnetic, and Photonic Materials Division; the 
U.S. Office of Naval Research Materials Division, the U.S. Army Research Office 
Physics Division, and to Lawrence Livermore National Laboratory Chemistry and 
Materials Science, and Earth and Environmental Sciences Divisions for their timely 
approval of our proposals for financial assistance and their generosity. We are also deeply 
thankful to the United Engineering Foundation that agreed to make the IAC part of their 
regularly sponsored conferences, and for providing an outstanding administrative 
assistance in the execution of IAC-2. Finally, we thank Kluwer/Plenum for publishing the 
proceedings of the conference and for their patience while they were being assembled. 

A. Meike 
A. Gonis 
P. E. A. Turchi 
K. Raj an 
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FAST IONIC TRANSPORT ALONG TWIN WALLS IN FERROELASTIC 
MINERALS 

E.K.H.Salje 

Department of Earth Sciences 
University of Cambridge 
Downing Street 
Cambridge, CB2 OEQ, UK 

INTRODUCTION 

Ionic mobility is often enhanced for transport along grain boundaries when compared 
with bulk transport. Fine grained ceramics may show much faster transport than single 
crystals and, thus, observation of fast transport in the natural environment (e.g. mineral 
assemblies) could be conjectured to be intrinsically linked to grain boundary effects."-2' 
This conjecture may not be correct for ferroelastic minerals, however. Such minerals 
undergo ferroelastic phase transitions which generate characteristic microstructures.(3) 

Simple elements of ferroelastic microstructures are twin boundaries which often combine in 
order to form more complex patterns such as needles, combs, junctions and forks. In each 
case the local structural modification inside a twin wall is rather subtle because there are no 
topological defects present as in grain boundaries. The only changes are small variations of 
atomic bond distances and/or local changes of atomic ordering schemes. Despite the 
relative weakness of the structural perturbations, it was found that transport along 
ferroelastic twin boundaries can be strongly enhanced. 

The key experiment which proved enhanced transport of oxygen along twin boundaries 
was performed by Aird and Salje.<4) In this experiment, the incipient phase transition 
between insulating W03 and metallic electron conductor W03.x was used to probe the 
transport along twin walls. A twinned WO3 crystal was heated at 730 K in a sodium 
vapour. In a gas transport reaction, oxygen from the surface of the crystal was removed. 
These oxygen positions were then replenished by diffusion of oxygen from the inside of the 
crystal, leaving behind oxygen vacancies in form of W03.x. Optical inspection of the 
sample showed that metallic W03.x was formed near the surface of the crystal and along 
connected twin boundaries while the bulk of the material remained insulating. The 
interconnectivity of the metallic phase was then measured at low temperatures at which 
W03.x becomes superconducting. Indeed, fully connected superconducting pathways were 
observed along twin boundaries. This experiment clearly demonstrates that preferential 
transport of oxygen along ferroelastic twin walls exists in materials with perovskite 
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structures.   Later work confirmed this observation and showed that also Na-ions can be 
transported preferentially along twin boundaries. 

Similar effects are expected to occur in other minerals with Ar in feldspars as a typical 
example. It is the purpose of this chapter to illustrate the geometric and energetic properties 
of twin boundaries in minerals and non-metallic materials. Emphasis is put on the 
observation that boundaries between two twins are not atomistically narrow but are 
typically lnm-7nm wide which is sufficient for some localised transport paths.(5'6,7) 

FERROELASTIC TWIN WALLS 

The most simple description of the internal structure of a ferroelastic twin wall follows 
from the minimisation of the energy density of the ferroelastic phase transition: 

8J*Gdr3=o 

and a Landau potential of the form 

G = -A9, 
2     s coth^i—coth^- 

T T 
Q2

+iBQ<+Ig(VQj 

where 9S is the quantum mechanical saturation temperature, Q is the order parameter, g is 
the Ginzburg (or dispersion) parameter and A, B are parameters related to interatomic 
interactions.' ) The minimum condition leads in differential form to an Euler-Lagrange 
equation with the appropriate boundary conditions. The solution is 

Q = Q0tanh — 
°        W 

W2=2g/ A9. O coth -5— coth — 
T T, 

and shows the classic divergence of the equivalent correlation length at T -> Tc.
(9) 

Experimental observations determined the Ginzburg parameter leading to a wall thickness 
at T-> OK between 2W0/a=2 and 2W0/a=12. The parameter a indicates the lattice 
parameter of the material. The wall energy at T -» OK is in this approximation for a second 
order phase transition 

Ewall = W0(AT2/B) 

with numerical values of some 10"2 J / m2. This energy is of a similar order of magnitude as 
surface energies. 

Once a single twin is generated inside a large crystal at T « Tc, its lifetime is virtually 
unlimited. There is no mechanism in a stress-free crystal by which the crystal could get rid 
of the twin wall. The only possible decay channel is the lateral movement of the wall until 
it disappears through the surface. This lateral movement is prevented, however, by lattice 
pinning and the fact that atomic fluctuations around a twin wall will not lead to its 
macroscopic movement even on a geological timescale.<1011) 



Several twin walls can combine to form a hierarchical structure which may represent 
equilibrium configurations under suitable boundary conditions or they are the result of 
kinetic processes. The latter case is most important in ferroelastics of the order/disorder 
type in which the strain is generated by atomic ordering processes rather than atomic 
displacements. It has been shown that strain coupling between the ordering atoms is the 
dominant interaction mechanism in most materials. In this case, the relevant energy 
expression for the whole system can be expressed as <12) 

E = -uT<])u-uTFQ 
2 

where u is a column matrix of arbitrary atomic displacements, superscript T denotes a 
transpose, and <|> is the matrix of interatomic force constants as frequently used in lattice 

dynamics. Also Q is the column matrix of Q (R) of the occupancies at the position Rj. Q 

(Ri) is related with the scalar order parameter Q via 

Q=4XQ(R.) 

where the summation is carried over the whole sample. F is a matrix which contains a set 
of force constants describing the structural deformation as a function of the ordering 
process. This energy expression can now be minimised with respect to the displacements u 
leading to new displacements u' and an Ising-type energy: 

E = -U'
T
$U'--Q

T
(FVF)Q 

The displacement u' and the local order parameters Q are now completely decoupled. The 
first term represents the energy of a harmonic crystal in which the effective exchange 
energy J (R) becomes 

J(R)= F^-'F 

The actual form of J(R) is quite complicated owing to the large range of the elastic forces 
and their strong anisotropy. At large distances one obtains the following asymptotic forms 
in ferroelastic systems: 

A<Yto(ei<p)+A2Y2n(e,q>)    Z 
R3 N J(R) - 

where Y,m represents the spherical harmonic order I. The first term decays with the third 
power of the interatomic distance which leads to the long range interaction between domain 
structures. The last term is the Zener-Eshelby interaction and relates to the assumption of 
free boundaries of the crystal with N atoms and its change of shape on undergoing the 
ferroelastic phase transition.03' It is this term which determines the transition temperature 
while the first term governs the spontaneous formation of microstructures. 

The phase transition is governed by the long-ranged anisotropic forces resulting from 
the elastic response of the lattice. This behaviour effectively suppresses critical fluctuations 
in the ferroelastic systems, making their mean-field description almost exact with zero or 



very small Ginzburg intervals. The thermodynamics of the system can be formulated in 
terms of Landau-Ginzburg functional which are capable of describing an inhomogeneous 
state with domain walls, including their energy and equilibrium shape. Bending of domain 
walls then require non-local theories which introduces extra analytical complications. 

The evolution of microstructures can now be explored by numerical simulation. For this 
purpose, the crystal structure is divided into an elastic matrix and the active atoms which 
are involved in the ordering process. The jump of atoms between different sites in the 
crystal structure is then simulated by Monte Carlo methods. The relaxation of the elastic 
matrix is calculated by direct energy minimisation or molecular dynamics techniques. A 
typical time sequence of microstructures is shown in Fig. 1.<I41516I7> 

A snapshot of a ferroelastic fluctuation at T » Tc is shown in Fig. la. The crystal has 
the characteristic tweed pattern of interwoven boundaries between the two ferroelastic 
states (red and green) with undistorted regions (yellow) reminiscent of domain walls. Once 
this sample is quenched to T < Tc the fluctuations coarsen rapidly to a tartan pattern with 
better defined wall segments. Further time evolution relates to the formation of straight 
domain walls and needle domains. Needle domains combine to form comb patterns. Such 
patterns then transform into stripe patterns via the retraction of individual needle domains. 

While some domain wall orientations are fully determined by crystallographic 
symmetry operations, others are not."' In the first case the walls are called W-walls while in 
the latter case they are indexed W'-walls. The W'-walls depend sensitively on local strain 
fluctuations. A typical example for the time evolution of W walls in feldspar is shown in 
Fig. 2. The phase transition relates to the ordering of the Al and Si in akali feldspar with Al 
on either in one of the two positions of the two ordered domains (blue or yellow) or in 
another position which is fully occupied by Si in the ordered state (white).<16) For the t = o 
initial configuration the random, high-temperature distribution of Al is shown. Cooling the 
sample increasingly eliminates the energetically unfavourable white positions and leads to 
cluster formation of the predominantly blue and yellow patches. The walls between the 
domains are ill defined and wiggle around their equilibrium position. Wall-like features are 
only recovered after very long annealing times. This tumbling of W walls at early stages of 
atomic ordering is also observed in the mineral cordierite (Al, Si ordering in Mg2Al4Si5Oi8) 
while the kinetic processes in displacive systems are often too rapid in order to allow the 
observation of such wiggly W walls. 

While these microstructures are transient (although sometimes with lifetime on a 
geological time scale) similar structures can be observed as true equilibrium structures if 
suitable boundary conditions are applied. A typical example is the formation of stripe 
pattern in films of YBa2Cu307-5 (YBCO) on SrTi03 substrates/18» The main reason for such 
differences is the presence of elastic stresses near the contact between the thin film and the 
substrate which do not exist in single crystals. The difference between lattice parameters of 
the film and the substrate (the "lattice misfit") causes deformations in both materials. The 
deformation of the thin film directly affects the process of oxygen ordering. Another 
possible reason for the appearance of the substrate-generated stresses in the film is the 
formation of mismatch dislocations near the interface. The dislocations are expected when 
the lattice misfit between the film and the substrate is relatively large and coherence of the 
film-substrate interface cannot be preserved. 

INTERNAL WALL STRUCTURES 

Transport in twin walls is related to the local structural environment. Even small 
structural modifications of the wall structure are expected to show significant changes of 
the transport coefficients. We now consider the example of the mineral cordierite, 
Mg2Al2Si5Oi8 to demonstrate a possible mechanism by which wall structures can be 
modified. Al and Si atoms in cordierite are disordered in a hexagonal structure at high 
temperatures and order at low temperatures. 
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Figure 1. Microstructures and twin formation as simulated by molecular dynamics calculations (for details 
see Saljee& Parlinksi, 1911). The system has been equilibrated at T = 1.75 Tc and subsequently quenched 
below Tc and annealed. The annealing temperatures are 0.93 Tc (a-d), 0.83 Tc (e-h) and 0.73 Tc (i-1). The 
patterns occur after different annealing times. The time steps are: (a - e -i) directly after quench (0.4 time 
units) (b, f, j): 6 time units, (c, g, k): 13.6 time units and (d, h, 1): 26 time units. The series a-d shows local 
fluctuations in a matrix which coarsens with increasing annealing time. The series e-h shows rough twin 
walls a coarsening of the twin structure, i-1 shows sharper twin walls with intersection only in (i) after the 
quench. 



The symmetry reduction from hexagonal to orthorhombic cordierite relates to the point 
groups 6/mmm and mmm, the active representation is E2g. In such a case, the expected form 
of the Landau potential (truncated to three terms) is given by(19) 

G=X-A{q*+ql) + \B(qt + ^)3/2cosf3tan-'iLVlc(^+^)2 

z J ^ q2J    4    v ' 

It depends on two components of the order parameter, q, and q2 In the simulation of 
Blackburn1201, Blackburn and Salje<21), we only allow orthorhombic cordierite to form. This 
constraint corresponds to setting B very high in the above equation. Thus, the free energy of 
the system is minimised when the second (angular) term is minimised. This happens when 

the cosine is equal to -1 which occurs when q, / q2 is given by ± V3~ or 0. This gives three 
possible values of the (normalised) vector order parameter q: 

q = (qi»q2) = (o, i),(±^"/2,-i/2) 

which correspond to the three domains. The three strains for such domains with respect to 
the crystallographic axes are: 

e, =e 

-1/2 -V3/2 0 

-V372 1/2 0 

0 0 0 

e, =e 

-1/2 --N/3/2   0] (\ 0    0^ 
-V3/2 1/2      0 e3 =e 0 -1   0 

0 0        0 0 0    0 

We see that the order parameters are simply the reduced spontaneous strain components, 
e„/e and e,2/e with: 

e„/e = q2 = sin {nil + In /3s) 
e12/e = q, = cos (Jt/2 + 2JI /3s) 

where s is a ring spin value. Thus, the order parameters can be calculated from its spin 
value. As we go through the wall in the y direction we see a stepwise variation of the order 
parameters. In a real wall it is expected that gradient energies will smooth off the order 
parameter profiles. Also shown are the normalised order parameters, Q, and Q2 which are 
given by 

Q, =2/ /3q7Q2=2/3(q2+l/2) 

which give values of Q = (Q1,Q2) = (±1,0), (0,1) for the three stable bulk configurations 
expected. 

Since the coefficient of B in the Gibbs free energy can always be set to -1, we can define G' 
= G + B and write this out as: 

!r.4l, G=-Aq2
+-Cq;+|Aq2

+i-Cq^Cqfq 2 
1M2 

which is a standard 2-4 potential in q, and q2 with a biquadratic coupling term. There are 
only two coefficients, A and C because of symmetry constraints. In addition, we now add 



Ginzburg terms to provide a gradient energy and integrate the free energy density to give 
the total free energy: 

°-J -Aq'+-Cq;+y, 
dy 

2 1 1 ( 

-Aq'+-Cq^+y2 
5q2 

dy 
+ -Cqfq^ dy 

where y is a coordinate perpendicular to the wall.  In writing the Ginzburg term in this 
simple way (as a scalar field) we assume that the wall is flat with no twisting. 

It is necessary to find the set of parameters A, C etc., which give rise to the bulk values 

of q, and q2 at T = O, these values are -JTi 2 and -1/2 respectively. To explore phase space 
more thoroughly, we generalise the Gibbs free energy to 

G'= iA,qf + ic,q: + ±A2q* + Ic.qJ [c2q?q 2„2 
2 

Minimising this equation gives four solutions for q, (q, = 0, c^ = 0) (q, * 0, q2 = 0), (q, - 0, 
q2 # 0), (q, * 0, q2 *■ 0). Clearly the latter is the one which corresponds to the required 

ground state. It turns out that the required value of q, =(>/3 /1,1 / 2), is obtained when 

A,=-1/4(C2 + 3C,) 
A2 = -1/4(3C2 + 3C,) 

These parameters give rise to q, = >/3/2, q2 =-1/2 as one minimum. However, the energy 
of this minimum will only be less than those of the other minima if C2 < C, as can be shown 
by calculating the energies of the four minima of equation 4.8. If C2 < C, then the q, = 0, q2 

# 0 phase has a lower energy. At the critical point where C2 = C, = C, we see that A, = A2 = 
A = -C, gives the required minimum. However, this critical point is a borderline case and 
in practice it is necessary to perturb A, and A2 slightly away from A and C, and C2 away 
from C: 

A, = A + 8A, 
A2 = A + SA2 

C, = C + 8C, 
C2 = C + 6C2 

in order to be able to realise the correct ground state. This perturbation implies that the 
system is somewhat less than hexagonal in its high symmetry form. In experimental 
cordierite, this could be due to external stresses, defects, finite size effects and edge effects 
in the sample. In the computer simulation, edge and finite size effects will cause the 
symmetry reduction. The free energy expression for a nonuniform distribution is therefore 
given by: 

O-J iA.q'+ic.qJ+Y, dqi 
ay 

^. -C.q'+Y; f9q2 
3y 

+ -C2q?q^ dy 



We may now use the calculus of variations to write PDEs for the order parameters as the 
system approaches its minimum free energy: 

9t 8q2      '
2 3y2 

with the boundary condition: 

dq, 

dq,        8G' 32q. A „   ,    n       , 

%=-|^=y^A2q2-ciq^c2q
2
q2 

3y 
= 0 

y=±. 

dq2 

dy 
y=±- 

:±1 

t=0 t=200 

.•#.IÜ 
«3#vÄ>S^ 

t=50 

v '^-iv^v-'^: i&i&z 4't 

t=400 

.l#^.» 

•"„ 
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Figure 2: Sequences of snapshots of the simulated twin microstructure corresponding to different annealing 
times, t (indicated in Monte Carlo steps per ordering atom). Only Al atoms distributed over Tl positions of a 
single crankshaft are shown. Different symbols (heavy and lights dots) are used to distinguish between Tlo 
and Tim sites. The first snapshot in each sequence corresponds to the initial, totally disordered Al-Si 
distribution. The annealing temperature is approximately 0.7TC. 
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We now proceed to solve these equations numerically using an Euler method. The sample 
is divided into grid points and the derivatives are written using finite differences. C, is 
taken to be 1 and C2 is 0.9 (so that C2 is less than but close to C, as required). This gives 
A° = -0.975 and A2 = -0.925 at T = 0. Both A, and A2 vary with temperature as: 

A,=Ai(T-T>A! 

A2=A2(T-TC)=A 

T^ 
1- 

v    T< 
f       T A 
1- — 

T 

so that the ratio A, / A2 = A° / A2 is constantly equal to 39/37. In a computer simulation by 
Blackburn and Salje (1999) the following values of A and A2were used 

A, -0.975 -0.800 -0.600 -0.400 -0.200 -0.100 

A2 -0.925 -0.759 -0.569 -0.379 -0.190 -0.095 

Finally, one must choose values of the Ginzburg coefficients Yi and y2. The parameter 
which varies as a result of the formation of a sandwich wall but which is fixed in a strain 
wall is q,. Therefore in order to encourage the formation of a sandwich wall we must set y2 

< 7,. Physically this means that topological walls form more readily than strain walls which 
is indeed observed to be the case in the computer simulations of the atomistic model. We 
therefore set y, = 1 and 72 = 0.2. At higher values of 72 the sandwich wall does not form. 

The initial configuration used in the simulation was a tanh function for q, and Gaussian 
peak for q2 inside the wall. Fig. 3 shows the final, converged distributions of the order 
parameters for the different A coefficients listed above. In each case, the program was run 
until the free energy had reached its minimum to five decimal places and the order 
parameter plots had converged to those shown in the figure. 

We see that the choice of parameters does indeed give Q = (±, 0) in the bulk at T = 0, A, 
= -0.975 and there is a peak in Q2 at the sandwich wall. If Q2 were set at zero then there 
would be no coupling and the Q, curve would be a tanh function with width « 1/(TC - T). In 
the T = 0 solution, however, Q, is considerably distorted away from such a curve by the 
high value of Q2 in the wall. In fact Q2 almost reaches its saturated value of 1. Rather than 
being Gaussian shaped, the Q2 peak has a rounded tip and there is a dip in Q2 at its base. 

As temperature is increased, both order parameter maximum values decrease but their 
widths remain approximately constant. The value of Q2 in the bulk (away from the wall) 
increases somewhat. Bearing in mind that O^ = 1/2(3Q2 -1), it can be seen that the strain 
component en °c q2 continues to change sign inside the wall as expected. However, between 
A, = -0.4 and -0.2, a phase transition occurs above which the sandwich wall takes on a 
new profile. In this latter configuration, Q, is much closer to the expected tanh profile and 
its width does change with temperature. Q2 is much flatter and less sharp and resembles a 
Gaussian distribution. 

Returning to fig. 3 we observe that, at A, = -0.2, -0.1, Q2 is above 1/3 both inside and 
outside the wall indicating that q2 and hence e,, do not change sign as we move across the 
wall. Certainly a configuration whereby 3 domains are placed together without interacting 
with each other should have e„ changing sign like this: -1/2, 1,-1/2. Although such a strain 
configuration is observed at low temperatures, it appears that the more rapid thermal 
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fluctuation at high temperatures cause the system to escape from such a configuration and 
adopt a new state with en positive in the bulk and becoming more positive in the wall. So 
the strain component is not even attempting to change its sign but doing the opposite. This 
configuration still has e12 = 0 inside the wall however: it is just that the direction of the 
stretching and contraction in the wall have now reversed. 

' 

as 

\ 
43 

Al=-0.800 

Figure 3a. Final (converged) order parameter plots at different temperatures. The expected sandwich wall is 
stable until A, = 0.4 but then changes into another form at higher temperatures (see text) 
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30 (0 TO 

Figure 3b: Time evolution of order parameters at A, = -0.2. At this temperature the system moves away 
from the expected strain configuration and adopts a different strain inside the wall (see text). The sequence is 
from left to right and top to bottom. 
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Figure 3c: Q,,Q2 trajectories for a variety of temperatures (i.e. values of A, and A2). The parameter Q goes 
from right to left in each case. 
—-e— "<H><^ J  

from right to left in each case 

Bulk values of Qj simply decrease with temperature to zero at T = Tc while the bulk 
value of Q2 first increases towards its infinite temperature limit of 1/3, then jumps above 
1/3 as the transition point inherent in fig. 3 is passed then decreases to 1/3 with further 
increases of temperature. 

These sandwich walls are examples of chiral walls so called because the order parameter 
Q rotates as we move through the wall. The direction of rotation indicates the chirality of 
the wall. The free energy depends only on the squares of the order parameters q, and q2 so 
that the sign of the order parameters is irrelevant. Houchmandzadeh et al<22; described how 
this would lead to degeneracy between positive and negative chiral walls. However, in our 
system the order parameters are linked to the strain components so that the signs of q, and 
qj are significant. For example if (at T = 0) we again allowed q, to go from V3 / 2 to V3 / 2 
along y but had q2 going as +1/2, in the bulk (outside the sandwich wall). However only 
the strains are energy-allowed in the bulk and the value of e is fixed by the interaction 
strengths between atoms. Therefore the two types of chirality are not degenerate in our 
system and the chirality gives the energy minimum. The fact that the G-L equations shows 
the chiralities to be degenerate is due to the approximations involved in formulating these 
equations. 

These arguments clearly demonstrate that structural states which may not be stable 
in the bulk can still appear inside the domain wall and significantly modify transport 
properties. Sandwich walls will generally enhance the wall thickness and it may be 
speculated that they enhance rather than reduce ionic transport. Further experimental 
studies are needed to clarify this hypothesis. 
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ABSTRACT 

Grain boundary carbide precipitation and intergranular corrosion in sensitized austenite 
stainless steel were examined by transmission electron microscopy (TEM) to clarify the 
effect of grain boundary structure on precipitation and corrosion. A type 304 steel, which 
had been solutionized at 1350 K was heat-treated at temperatures of 800-1300 K. Oxalic acid 
etch and Strauss tests showed that the frequency of grain boundaries with M23C6 carbide 
precipitation and corroded boundaries increased with holding time at sensitizing temperatures. 
The grain boundary carbide precipitation was observed during heat treatment at 1000 K by 
TEM. Grain boundaries were characterized on the basis of the Coincidence Site Lattice (CSL) 
theory using electron diffraction Kikuchi patterns. The observations revealed that the 
propensity to intergranular precipitation depends strongly on the grain boundary structure. 
Carbide precipitates tend to be detected at grain boundaries with higher Z -values or larger 
deviation angles (A0) from low- S CSL misorientations. The border lines between 
precipitation and no precipitation can be drawn by a deviation parameter of A9/A9C, where 
AGc is the maximum deviation angle by Brandon's criterion. The border line of A6/A9c 
decreased with the increase in the holding time at 1000 K. This means that the more ordered 
boundary needs the longer time for intergranular carbide precipitation and corrosion than less 
ordered or random boundaries. 

INTRODUCTION 

One of the major reasons for intergranular corrosion in austenitic stainless steel is 
chromium depletion due to chromium carbide precipitation at grain boundaries. Several 
techniques have been suggested to avoid the intergranular corrosion, such as reduction of 
carbon content in the material, stabilization treatment by the addition of titanium, niobium or 
zirconium. Recent grain boundary structure studies have shown that grain boundary 
phenomena (grain boundary diffusion (1), precipitation (2,3), corrosion (4,5), etc.) strongly 
depend on the grain boundary crystallographic nature and atomic structure (1). Time- 
temperature-transformation and -precipitation curves reported for austenitic stainless steels 
indicated that twin boundaries are not susceptible to both carbide precipitation and corrosion 
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because atomic structure is highly regular and coherent as compared to other high angle 
boundaries (6,7). Trillo and Murr (8,9) have shown remarkable resistance of coherent twin 
boundary to carbide precipitation because of extreme low boundary energy. After a short 
time exposure to a sensitizing temperature, such as in welding, an austenitic stainless steel has 
a mixed structure of sensitized and unsensitized boundaries (10). This suggests that each 
grain boundary has its own sensitivity to sensitization depending on the grain boundary 
nature and structure (atomic regularity at the boundary), and that short-time sensitization, 
such as weld decay(l 1), can be inhibited by controlling grain boundary nature and structure in 
the material. The purpose of the present study is to make clear the relationship between 
grain boundary sensitization and structure in an austenitic stainless steel according to the 
Coincidence Site Lattice (CSL) theory (1), and to suggest that a suitable grain boundary design 
and control (12-15) can prevent the weld decay in stainless steels, such as by a proprietary 
thermomechanical process (16). 

EXPERIMENTAL PROCEDURES 

Table 1 shows the chemical composition of type 304 austenitic stainless steel used in this 
study. The 304 steel sheets of 0.75x5x20 mm in size were solution-treated at 1350 K for 600 
s, and then they were heat-treated at temperatures of 800-1300 K for 10-1045 s. Both 
treatments accompanied water-quenching. These specimens were examined by 10% oxalic 
acid etch and Strauss tests, and were observed by optical and transmission electron 
microscopy. The crystallographic orientation in each grain was determined by electron 
diffraction Kikuchi patterns. The grain boundaries were characterized on the basis of CSL 
theory (17) using misorientation matrices (18-23), i.e. the deviation angle A9 from the 
nearest-I CSL orientation relationship was given as the rotation angle of deviation matrix Md 
from the misorientation matrix at a grain boundary (24). The maximum deviation angle, A6c, 
which can be accommodated in a E-boundary by introducing grain boundary structural 
dislocations, is given by Brandon's criterion (25), A6c=15Z1/2 in degrees. A parameter A9/A6c 
was used to evaluate the grain boundary regularity (26-28). The regularity of grain boundary 
structure is considered to decrease with the increase of Z-value, because the density of CSL 
points in the two crystal lattices decreases (1). CSL boundaries with I < 29 were regarded as 
ordered boundaries in this study. 

Table 1. Chemical composition of 304 stainless steel used in this study (wt%) 

C Si Mn P S Ni Cr 

0.055       0.60        1.00       0.029      0.005       8.48      18.28 

RESULTS AND DISCUSSION 

Figure 1 shows optical microstructures of heat-treated specimens at 1000 K after 10% 
oxalic acid etching. The frequency of grooved boundaries increases with the holding time at 
1000 K. The time-temperature-intergranular carbide precipitation diagram given by 10% 
oxalic acid etching is shown in Fig.2. Solid circle indicates that grooved boundaries were 
observed in the specimen. The number beside solid circle corresponds to the number ratio in 
percentage of grooved boundaries to all boundaries in the specimen excluding twin boundaries, 
and + sign means discontinuous grooves at boundaries as seen in Fig. 1(b). The frequency of 
intergranular carbide precipitation increases with the holding time at every temperature. 
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Figure 1. Optical microstructures of 304 steel heat-treated at 1000 K for 0 s 
(a), 100 s (b), 1000 s (c) and 10000 s (d). 
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Figure 2. Time-Temperature-Precipitation diagram for intergranular carbide in 304 
steel by oxalic acid etch test. 
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Figure 3 shows optical microstructures of a Strauss-tested specimen which had been 
heat-treated at 1000 K for 1000 s. The specimen was oxalic acid-etched before Strauss test. 
Figures 3(a) and (b) were obtained from the same area before and after bend test, respectively. 
Some of the grain boundaries are cracked by bend test, as shown by arrows in Fig.3(b). 
Figure 4 is the time-temperature-corrosion diagram given by the Strauss test of the heat- 
treated specimens. Solid symbols indicate that cracked boundaries were detected after bend 
test. The frequency of cracked boundaries is shown in percentage beside solid circle 
(excluding twin boundaries). Solid square means that the specimen was fractured during bend 
test. The frequency of cracked boundaries also increases with the holding time at every 
temperature. These diagrams suggest that the time required for carbide precipitation and 
corrosion depends on the grain boundary character at sensitizing temperatures. Stickler et al. 
(6) and Cihal et al. (7) reported that general high angle (random) grain boundaries need shorter 
time for carbide precipitation and corrosion than twin boundaries. However, Figs.2 and 4 
indicate that the time is different even among general high angle boundaries, and suggest that 
the time may depend on the grain boundary structure. 

Figure 3. Oxalic acid-etched and Strauss-tested specimen which had been heat-treated at 1000 K for 
1000 s: (a) before and (b) after bend test. 

Figures 5 and 6 show grain boundary structures as revealed by TEM in a specimen heat- 
treated at 1000 K for 100 s. Intergranular carbide precipitation is detected at the grain 
boundary in Fig.6, but not at the grain boundary in Fig.5. Grain boundary characterization 
with Kikuchi patterns revealed that the nearest CSL relationship is £9 for both grain 
boundaries, but the values of A6/A9c are 1.45 and 2.54 for the grain boundaries in Figs.5 and 
6, respectively. The grain boundary with smaller A9/A9c has no carbide. Figure 7 shows the 
relationships between grain boundary precipitation and regularity obtained from TEM 
observations of heat-treated specimens at 1000 K for 102-1045 s. In the figures, the S-value 
of the nearest CSL is taken as abscissa, and the deviation angle A6 from the CSL is the vertical 
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Figure 4. Time-Temperature-Intergranular corrosion diagram for 304 steel by Strauss test. 
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Figure 5. A grain boundary TEM structure deviated 7.25 degrees from Z9 CSL orientation relationship in 
304 steel heat-treated for 100 s at 1000 K. 
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Figure 6. A grain boundary TEM structure deviated 12.72 degrees from Z9 CSL orientation relationship 

in 304 steel heat-treated for 100 s at 1000 K. 
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Figure 7.  Relationships between intergranular carbide precipitation and deviation angle from CSL 

relationship in 304 steel heat-treated for 100 s at 1000 K for 102s, 10"s, 103s and 1045s. 
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axis. Solid and open circles indicate precipitation and no precipitation at grain boundaries, 
respectively. Increases in A8 and E-value mean decrease in the regularity of grain boundary 
structure1'. 

In the specimen heat-treated atlOOOKforlOOs, as seen in Fig.7(a), only the boundaries with 
lower regularity (high X and/or A8) have precipitates, and the borderline between precipitation 
and no precipitation corresponds to the line of A9/A8c =2.4. Figures 7(b)-(d) indicate that the 
A6/A6C values of borderlines are 2.0, 1.4 and 0.3 in specimens heat-treated at 1000 K for 1025, 
103and 1045s, respectively. 

Figures 8 and 9 show grain boundary TEM structures in the specimen heat-treated at 
1000 K for 1045 s. The long-time aging at 1000 K led to precipitation even at a Z9 CSL 
boundary in Fig.8 (A9/A6c =0.34), while the Z3 boundary in Fig.9 (A9/A9c =0.16) was still 
free from precipitation. Figure 7 reveals that a more ordered boundary needs longer time for 
carbide precipitation and corrosion than a less ordered boundary. This tendency may be 
resulted from more difficult nucleation and lower growth rate of carbide at a more ordered 
boundary because of lower grain boundary energy. Figure 10 summarizes the relationship 
between the A9/A9c of the borderline and the holding time at 1000 K. The A6/A9c decreases 
with the increase of holding time. If the grain boundary structure could be kept smaller than 
the A9/A9c in Fig. 10 by grain boundary engineering (15,16), intergranular precipitation and 
corrosion would not occur. The A9/A9c is much larger than 1 at a short holding time as shown 
in Fig. 10. This fact suggests that the conditions to prevent intergranular carbide precipitation 
by controlling grain boundary character is not very severe for a short time exposure to a 
sensitizing temperature, such as in welding thermal cycles. Grain Boundary Engineering (15) 
could inhibit the weld decay of austenitic materials. 

Figure 8.  A grain boundary TEM  structure  deviated   1.72   degrees  from  £9 CSL   orientation 

relationship in 304 steel heat-treated for 1045 s at 1000 K. 
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Figure 9. A grain boundary TEM structure deviated 1.38 degrees from Z3 CSL orientation relationship 

in 304 steel heat-treated for 1045 s at 1000 K. 
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Figure 10. Effect of the deviation parameter AG/AOc from CSL relationship and the holding time on 
intergranular carbide precipitation in 304 steel heat-treated at 1000 K. 
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CONCLUSION 

The effect of crystallographic character of grain boundary on intergranular carbide 
precipitation and corrosion was examined in a 304 austenitic stainless. The 304 steel was 
heat-treated at high temperatures and observed by TEM. At sensitizing temperatures, the 
frequency of grain boundaries with carbide precipitation and corroded boundaries increased 
with the holding time. Grain boundary characterization revealed that the propensity to 
intergranular carbide precipitation and corrosion depends sensitively on the grain boundary 
structure. Carbide precipitates tend to be detected at grain boundaries with higher -values or 
larger deviation angles (AG) from low-S CSL misorientations. The border lines between 
precipitation and no precipitation can be drawn by a deviation parameter of A6/A9c, where 
A0c is the maximum deviation angle by Brandon's criterion. The border line of A6/A0C 
decreased with the increase in the holding time at 1000 K. This means that the more ordered 
boundary needs the longer time for intergranular carbide precipitation and corrosion than less 
ordered or random boundaries. 
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ABSTRACT 

The effect of grain boundary type on intergranular oxidation was studied in a nickel- 
40at%iron alloy. It has been found that intergranular oxidation takes place preferentially at 
random boundaries while low-£ coincidence boundaries, particularly 13, £11, £19 and 227 
coincidence boundaries have excellent oxidation resistance. The grain boundary engineering 
for the control of oxidation-assisted intergranular brittleness has been attempted by taking 
account important roles of the grain size, the grain boundary character distribution (GBCD) 
and the grain boundary connectivity. The presence of an optimal grain boundary microstruc- 
ture for this purpose has been predicted. 

INTRODUCTION 

High temperature oxidation is the most typical type of dry corrosion occurring in metals 
and alloys during their heat treatment, hot working and service exposed to air at high tempera- 
tures. This type of environment-induced metallurgical phenomenon degrades the strength of 
materials and damages their surfaces'-2. Preferential oxidation at grain boundaries is often 
observed which is known as intergranular oxidation. Intergranular oxidation can be particu- 
larly detrimental because it enhances intergranular fracture, resulting in premature failure and 
severe brittleness. So far, intergranular oxidation at high temperature has been extensively 
studied3"6. Several workers have pointed out that intergranular oxidation can occur only at 
certain grain boundaries in alloy and intermetallics5'6. From recent knowledge of grain bound- 
ary structure and properties7, it is very likely that the extent of intergranular oxidation de- 
pends on the character and structure of grain boundary. In recent years, the grain boundary 
character distribution (GBCD), which was first introduced by one of the present authors as a 
new microstructural factor8, has been demonstrated to control boundary-related bulk proper- 
ties of poly crystalline materials9-l0. Moreover a new approach to grain boundary engineering 
has been successfully attempted by controlling GBCD in development of high temperature 
materials10 and stress corrosion-resistant materials". This investigation has been made to 
study the effect of grain boundary type on intergranular oxidation and to establish grain bound- 
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ary engineering for the control of oxidation-assisted intergranular brittleness in polycrystal- 
line materials by manipulating the grain size, GBCD and the grain boundary connectivity. 

EXPERIMENTAL PROCEDURE 

Specimen Preparation 

In order to study structure-dependent intergranular oxidation at individual boundaries, 
stable- and coarse-grained specimens with the grain size of about 5 mm were prepared 
thermomechanically from a vacuum melted Ni-40at%Fe alloy ingot by 50% cold rolling and 
vacuum annealing (10-5 Pa) at 1473K for 4h. Table 1 shows the detailed chemical composi- 
tion of the alloy. The surface of the specimens with the dimension of 5mm x 8mm x 3 mm 
was mechanically polished with abrasive papers and A1203 paste. For a study of grain bound- 
ary engineering for fracture control, ribbon specimens of \00\im in thickness were prepared 
by rapid solidification at roller speeds of 28.3 m/s and 14.1m/s and subsequent annealing at 
temperatures ranging from 1073K to 1473K, resulting in different grain sizes and GBCDs. 

Table 1   Chemical composition (wt%) of the alloy used in this study 

Ni     Fe        Co Mn Cu Mg Al C P S Si 
61.1   39.0    0.009    <0.001   <0.001   <0.001   <0.004   lppm   7.8ppm   7ppm   7ppm 

Oxidation Test 

Oxidation tests were carried out in a resistance heating furnace under both dilute oxygen 
atmosphere (25.9ppm 02+Ar, slightly flowing) and atmospheric oxygen pressure (99.999% 
in purity 101.3kPa 02, slightly flowing) at 1273K for 5h. After oxidation treatment, as sche- 
matically shown in Fig. 1, the external scale was removed down to internal oxidation zone in 
order to observe intergranular oxidation at individual grain boundaries. Optical micrographs 
in Fig. 2 (a) and (b) clearly show that there is the difference of the propensity to intergranular 
oxidation between grain boundaries. The oxide penetration depth can be used as a measure 
of the propensity to intergranular oxidation. After observations of intergranular oxidation the 
specimens were etched by nital to remove strained surface layer for orientation analysis of 
individual grains and the characterization of grain boundaries by the SEM-ECP technique 
operating 40kV'2. 

Characterization of Grain Boundaries 

Grain boundaries were characterized on the basis of the determination of the orientation 
of grains and of the orientation relationship between grains by using the SEM-ECP technique. 

Observation 

the external oxide scale i       the internal oxide scale 
(removed)/\ W       zone for observation 

Figure 1  A schematic illustration of the observation of intergranular oxidation in a specimen.  Thick solid 1 
and thin solid lines indicate "heavily oxidized" grain boundaries and "non-oxidized" ones, respectively. 
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Figure 2 Optical micrographs of the surface of specimen oxidized at 1273K for 5h; (a) the surface of a speci- 
men oxidized in dilute oxygen atmosphere, (b) internal oxidation zone observed after polishing the surface. 

Grain boundaries are classified into three categories based on the misorientation angle and 
coincidence orientation relationship; the first one is low-angle boundary with the misorientation 
angle smaller than 15°. High angle boundaries are classified into two groups by the Brandon 
criterion for coincidence site lattice (CSL) boundary, A0c=157i;"2. When AfKAft, the boundary 
is defined as CSL boundary while A0>A0c non-CSL or random boundary (R), where A0is the 
deviation angle from the exact coincidence site lattice orientation angle. The value of E is 
considered as a measure of grain boundary structural order. CSL boundary with a smaller E 
value like Ei is taken as a special low-energy boundary. The grain boundary character distri- 
bution (GBCD) in the ribbon specimens with fine grain size or conventional grain size was 
also determined in this work by using a HITACHI FE-SEM-EBSP on-line-analyzing equip- 
ment, called "Orientation Imaging Microscope (OIM)" operating at 30kV. 

Fracture Test 

The relative fracture strength was determined at room temperature by three point bend- 
ing test for ribbon specimens, with the dimension of 5mm width and 8-12mm gauge length, 
which were oxidized in air under tensile stress of 10-14MPa at 1073K. 

STRUCTURE-DEPENDENT INTERGRANULAR OXIDATION 

Coincidence-Site-Lattice (CSL) Approach to Intergranular Oxidation 

Figure 3 shows structure-dependent intergranular oxidation. There is a significant dif- 
ference of the propensity to oxide formation between different types of grain boundary. 
Random boundaries are preferential sites for oxidation, but low-angle E\ boundary and high 
angle low E (such as 23) CSL boundaries (hereafter called coincidence boundaries) are im- 
mune from oxidation. A systematic analysis of structure-dependent intergranular oxidation 
can be made by plotting the data points which show heavily oxidized boundary (filled circle), 
slightly oxidized boundary (filled triangle) and non-oxidized boundary (open circle) as func- 
tion of E value and the deviation angle from the exact coincidence orientation given by the 
Brandon criterion mentioned above, as shown in Figs. 4 (a) and (b), for different oxygen 
pressures. It has been found that the propensity to intergranular oxidation can be reasonably 
related to the grain boundary type depending on whether the grain boundary is of random type 
ranging above the upper region separated by the dotted line given by the Brandon criterion, or 
coincidence boundaries in the region below the line. 

Effect of Oxygen Pressure 

Structure-dependent intergranular oxidation has been found to be more significant in 
dilute oxygen atmosphere (Fig. 4 (a)) than in pure oxygen gas (Fig. 4 (b)).  This may suggest 
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Figure 3 An example of the observation of an internal oxidation zone in the specimen oxidized in dilute Ch 
atmosphere. The difference in intergranular oxidation between random boundaries (R) and coincidence ones 
(2) is closely shown.   Random boundaries which are close to a near-Zrelationship are indicated as Rcsi.. 

Ar+02 

I- value 
(a) 

I- value 
(b) 

Figure 4 Dependence of intergranular oxidation morphology on Z value and the deviation angle, AÖ in dilute 
oxygen gas (a) and in pure oxygen gas (b) (# heavily oxidized boundary, ▲ slightly oxidized boundary and O 
non-oxidized boundary). 
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that intergranular diffusion which is well known to depend strongly on the grain boundary 
type13, can play more important role in internal oxidation when utmost oxide scale is not 
formed under low oxygen pressure. Moreover it is worth noting that 23, 21 1 and 219 coin- 
cidence boundaries are particularly resistant to oxidation. The reason for this will be dis- 
cussed below, in detail. 

2 Dependence of Oxidation at Coincidence Boundaries 

It has been shown that there is a distinctive difference of oxidation resistance between 
coincidence boundary and random boundary. Now let us look at the relationship between 
oxidation resistance and 2 value which defines specific coincidence boundaries. Fig. 5 (a) is 
a plot of coincidence boundaries with 2 larger than 3, including the results obtained from all 
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Figure 5 (a) Dependence of intergranular oxidation morphology on I value and the deviation angle, Aft (b) the 
fraction of oxidized boundaries are plotted as a function of I value, (c) the feature of the grain boundary energy 
of fee metals calculated by Smith'4. 
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the specimens oxidized in a dilute 02 atmosphere. The fraction of "heavily oxidized" bound- 
aries (filled circles) is plotted as a function of 2 value in Fig. 5 (b). It is clear that 13, 21 1, 
219 and E27 coincidence boundaries have excellent resistance to intergranular oxidation. 
The reason for this is explained as follows. Fig. 5 (c) shows the relationship between the area 
per coincidence point in the boundary plane (a), which probably corresponds to grain bound- 
ary energy and the E value for fee crystal structure. This figure was originally presented by 
D. A. Smith and the lowest a value for any given E was used14. The E dependence of the 
fraction distribution in Fig. 5 (b) is quite similar to the IT value indicated in Fig. 5 (c). As 
clearly seen the value of a for fee coincidence boundaries does not increase monotonously 
like that of bec coincidence boundaries. There exist three groups with specific E values given 
by the following series: 2=8n-l (n>l), 2=4n+l (n>l) and 2=8n+3 (n>0) which has lower 
energies, includes 23, El 1, 219 and 227. This likely explains that intergranular oxidation 
depends on the grain boundary energy in the Ni-40at%Fe alloy with fee structure. The present 
investigation has revealed that intergranular oxidation depends on the grain boundary charac- 
ter (2, A0/A0c) and the grain boundary energy.   The detail has been discussed elsewhere15. 

Observation of Intergranular Oxides by EPMA 

EPMA across the oxidized boundaries was carried out to confirm the presence of grain 
boundary oxides. Grain boundaries in Figs. 6 (a) and (b) were observed in the specimen 
oxidized in a dilute oxygen atmosphere, corresponding to random boundary heavily oxidized 
and low-angle boundary having fewer oxides, respectively. The precipitate in Fig. 6 (a) is 
regarded as Fe-based oxide from the enrichment of iron at the boundary although oxygen 
could not be detected by our EPMA. The present observation is consistent with conventional 
studies of selective oxidation of Fe+ cation along grain boundaries3 7. 

Figure 6 Electron probe micro analysis (EPMA) scanned across the boundaries. The concentration profiles of 
Fe and Ni are shown for different types of boundaries; (a) random boundary heavily oxidized, (b) low-angle 
boundary having fewer oxides. 

OXIDATION-ASSISTED INTERGRANULAR FRACTURE 

In order to study the effect of intergranular oxidation on fracture characteristics, ribbon 
specimens of the nickel-iron alloy with systematically controlled grain size and grain bound- 
ary character distribution (GBCD) were used for fracture tests. Figures 7 (a) and (b) show 
OIM micrographs with GBCD for as-solidified ribbons produced at roller speeds of 28.3m/s 
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Figure 7 Grain boundary microstructures observed by OIM; (a) as-solidified at roller speed of 28.3m/s, (b) as- 
solidified at roller speed of 14.1 m/s, (c) solidified at 28.3m/s and annealed at 1073K for Ih, (d) solidified at 
28.3m/s and annealed at 1473K for lh. 
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Table 2 Details of grain boundary microstructure in ribbon specimens 

Processing Rapid Solidification 
Roll Speed (m/s) 

Subsequent Annealing Grain Boundary Microstructure 
Designation 

Temp. (K) Time (hrs) Grain Size 
(urn) 

Grain Boundary Character Distribution 
Low Angle Twin 15 - 129 Random 

RS-1 28.3 (3600 r.p.m.) - - 2 5.1 24.7 7.4 62.8 
RSA-1 28.3 1073 1 3.5 1.1 53.8 12.1 33.0 
RSA-2 28.3 1273 1 30 2.3 60.7 8.5 28.5 
RSA-3 28.3 1473 1 50 3.1 58.9 7.6 30.4 
RS-2 14.1 (1800 r.p.m.) - - 3.7 4 28 7 61 

rf=3.5(lm,/i.,.29=39% 

rf=3.5nm,/x ,.29=67 % 

(</:grain size) 

and 14. lm/s, respectively. The average grain size increases with decreasing roller speed, but 
the GBCD did not change significantly, showing the presence of a high frequency of 23 
coincidence boundaries around 25%-28%. However the frequency of 13 boundaries can be 
drastically increased by annealing after rapid solidification, as shown in Figs. 7 (c) and (d). 
Grain growth took place during annealing, resulting in a great increase of the average grain 
size up to 50 |im depending on the annealing temperature, as given by Table 2. Moreover the 
frequency of 13 boundaries was drastically 
increased by annealing, up to 60% being 
almost double of that for as-solidified rib- 60 
bons.   Now let us look at fracture charac- 
teristic of oxidized specimens of the alloy. 40 

Effect of GBCD 

Figure 8 shows creep curves obtained 
from the specimens with different values 
of the total frequency of coincidence with 
£1-229 boundaries (67% and 39%) and 
almost the same grain size (d~3.5\im ). 
Creep tests were conducted in air at 1073K 
under a tensile stress of 14MPa. It is evi- 
dent that the specimen with a higher fre- 
quency of low X coincidence boundaries 
has higher resistance to creep deformation, 
as reported recently on a nickel-iron alloy 
(Inconel 600)'6. Moreover we can expect 
that intergranular oxidation occurred dur- 
ing creep deformation. 

Effect of Grain Size 

Figure 9 shows the relative fracture 
strength obtained by three point bending 
test at room temperature from the speci- 
mens received creep test. We can easily 
recognize that the fracture strength de- 
creases with increasing the grain size for 
both as-solidified specimens (filled circles) 
and subsequently annealed ones (open 
circles). This result demonstrates that the 
fracture strength is a function of the grain 
size and the grain boundary character dis- 
tribution (GBCD). Figures 10 (a) - (d) are 
optical micrographs which show fracture 
paths observed at the sectioned plane in the 

5 10        15        20       25" 
Creep oxidation time / hrs 

Figure 8 Creep curves for ribbon specimens with differ- 
ent frequencies of coincidence boundaries and the same 
grain size (d=3.5(lm). 
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Figure 9 Relative fracture strength as a function of grain 
size for as-solidified specimens (filled circles) and solidi- 
fied-annealed specimens (open circles). 
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Figure 10   Optical micrographs of the sectioned planes after fracture test in differently processed specimens; 
(a) as-solidified at 28.3m/s, rf=2um, 
(b) as-solidified at 14.1 m/s, rf=3.7(im, 
(c) solidified-annealed at 1073K, lh, d=3.5um, 
(d) solidified-annealed at 1473K, lh, d=50um. 

specimens after fracture test. Figures 10 (a) and (b) are from the as-solidified specimens and 
Figs. 10 (c) and (d) are from the annealed specimens. It was confirmed that fracture took 
place along grain boundaries for the both type of the specimens. Many short cracks were 
observed when the grain size was small while a few long cracks were observed as seen in 
Figs. 10 (b) and (d). 

GRAIN BOUNDARY ENGINEERING FOR THE CONTROL OF OXIDATION- 
ASSISTED BRITTLENESS 

On the basis of the observations of structure-dependent intergranular oxidation and oxi- 
dation-assisted intergranular fracture in a Ni-40at%Fe alloy, a new approach to grain bound- 
ary engineering is proposed for the control of oxidation-assisted intergranular brittleness in 
polycrystalline materials by manipulating the grain size, grain boundary character distribu- 
tion (GBCD) and the grain boundary connectivity, as schematically shown in Fig. 11. 

Since intergranular oxidation takes place preferentially at random boundaries, a decrease 
of the fraction of random boundaries is essential to the control of oxidation-assisted inter- 
granular fracture. However the total length of intergranular crack is controlled by the grain 
size and the grain boundary connectivity, particularly of random boundaries which are heavily 
oxidized. One of the present authors pointed out that fracture mode can change depending on 
the GBCD and the grain boundary connectivity and that a typical intergranular brittleness is 
observed when more random boundaries are connected to each other in a polycrystal9. When 
a propagating crack meets strong low-energy boundaries like low Z coincidence boundaries 
at a triple junction, it will not be able to proceed in intergranular fracture mode and the frac- 
ture mode changes to transgranular fracture mode which needs more energy for fracture re- 
sulting in an increase of ductility of a polycrystal. Now we may conclude that there must be 
an optimal grain boundary microstructure defined by the grain size, GBCD and the grain 
boundary connectivity. 
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Figure 11   A schematic illustration of oxidation-assisted intergranular fracture controlled by the grain size, the 
grain boundary character distribution and the grain boundary connectivity. 

CONCLUSIONS 

It has been found that intergranular oxidation can take place preferentially at random 
boundaries and that low-Xcoincidence boundaries, particularly 13, Ell, £19 and Ell coinci- 
dence boundaries are resistant to intergranular oxidation in a nickel-40at% iron alloy. The 
observations of structure-dependent intergranular oxidation has been utilized to establish the 
grain boundary engineering for the control of oxidation-assisted intergranular brittlenss. A 
new approach to this objective has been proposed, paying particular attention to the impor- 
tance of the grain size, the grain boundary character distribution (GBCD) and the grain boundary 
connectivity.   The presence of an optimal grain boundary microstructure is predicted. 
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ABSTRACT 

With the development of new optoelectronic device architectures and applications, there 
has been extensive interest in the fundamental issues governing phase stability in chemically 
complex epitaxial compound semiconductors. We review some of the recent experimental 
findings in this field, point out the importance of different microstructural length scales 
associated with the different types of phase instabilities, and introduce three-dimensional natural 
superlattices found in Gai.xInxAsySbi.y/GaSb epitaxial heterostructures. 

INTRODUCTION 

A fundamental property of semiconductors is the energy bandgap, Eg, between the 
maximum in the filled valence band and the minimum in the conduction band. This bandgap 
determines the energy (or wavelength) at which the material absorbs or emits light. The 
application of III-V semiconductor alloys in device structures is of importance for high-speed 
microelectronics and optoelectronics. Figure 1 shows the variation of lattice constant as a 
function of bandgap for the family of III-V ternary compound semiconductors. These alloys have 
allowed optoelectronic device engineers to tailor the bandgap to the need of the device by 
altering the alloy composition. The one-to-one relationship between bandgap and lattice constant 
is a major obstacle for high-quality device crystal growth because only a few alloy compositions 
can be grown nearly lattice-matched on commercially available substrates. 

The most advanced semiconductor devices currently being developed depend on the ability 
to grow single-crystal materials with the variation of Eg in the growth direction with no changes 
in lattice constant (i.e., Eg and lattice constant must be independently specified). This restriction 
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can be relaxed by incorporating a fourth component, thus adding an extra degree of freedom so 
that both the energy bandgap and lattice constant can be adjusted independently. For instance, 
there is no III-V ternary compound semiconductor suitable for the thermophotovolatic (TPV) 
device applications, Eg ~ 0.5-0.7 eV, lattice-matched to a GaSb substrate. However, by choosing 
a quaternary system, such as Gai.xInxAsySbi.y, a range of x, y combinations can be chosen, as 
indicated by the two-end-arrow line, to achieve both the Eg and the lattice parameter required 
[Fig- !]• 

When using ternary or quaternary materials, the device designer usually presumes that the 
alloy is completely random-distributed. However the thermodynamics of an alloy system and the 
kinetics regarding the processing conditions often produce material that has some degree of 
macroscopic or microscopic ordering. Short-range ordering occurs when atoms adopt correlated 
neighboring positions over distances of the order of a few lattice spacings. This can be 
manifested as the preferential association of like atoms, as in clustering, or of unlike atoms, as in 
chemical ordering. Long range ordering occurs over many tens of lattice spacings. Both'short 
range ordering and long range ordering are actually results of phase separation in very small 
length scales and have been widely reported, (see for example, Zunger and Mahajan [1], Suzuki 
[2], Rajan [3], Lockwood et al. [4]). Mahajan [5], McDevitt et al. [6], and Millunchick et al. [7] 
found that larger length scales of phase separation can also occur such as spinodal 
decomposition, and composition modulation. Stringfellow [8] also pointed out that most III-V 
quaternary alloys have miscibility gaps. It is interesting to note that experiments have shown that 
the presence of phase separation leads to significant alteration of the band structure and the 
crystal symmetry [1]. Therefore, it is very important to understand the phase stability of a 
compound semiconductor alloy. 
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This paper reviews some of the recent experimental findings in this field and points out the 
importance of different microstructural length scales associated with the different types of phase 
instabilities associated with ternary and quaternary compounds. Of particular focus is the ability 
to take advantage of intrinsic thermodynamic and kinetic behavior of these complex 
semiconductor alloys in epitaxial structures to potentially "engineer" compositional modulations 
of varying length scales, which would not normally appear in bulk alloy systems. Hence, new 
"self-assembled" microstructures can be generated. This paper outlines some of the 
crystallographic and structural characteristics of such self-assembled alloy systems and discusses 
the possible mechanisms governing their formation and stability. 

EXPERIMENTAL DETAILS AND RESULTS 

The microstructure of Gai.xInxAsySbi.y epitaxial heterostructures was investigated on 
samples grown by organometallic vapor phase epitaxy (OMVPE). Samples were grown with 
different alloy compositions while still maintaining lattice-matching of the epilayer to the GaSb 
substrate (refer to Figure 2 for the relative position in the quasi-binary phase diagram). The Gai. 
xInxAsySbi-y epilayers were grown, lattice matched, on (100), Te-doped, 6° misoriented toward 
(111)B GaSb substrates. A vertical rotating-disk reactor with H2 carrier gas at a flow rate of 10 
slpm (standard liter per minute) and reactor pressure of 150 Torr was used. All organometallic 
sources were used, including: solution trimethylindium, triethylgallium, tertiarybutylarsine, and 
trimethylantimony. The total group III mole fraction was typically 7 x 10"4 which resulted in a 
growth rate of ~5 yan/h. The V/III ratio was typically 1.5-1.6 and the growth temperature was 

InSb GoSb 
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InAs     °2       0A       °6       08   Go As 
Figure 2. Phase diagram shows the relative positions of specimen #1, #2, #3 and #4. The solid curve is the 
calculated spinodal isotherm for Gai.JnxASySb^ at temperature of 600 °C [9]. Dashed line represents compositions 
lattice-matched to GaSb. 
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525°C. Photoluminescence (PL) measurements were made at 4 K and 300 K. Typical PL results 
of layers reported in an earlier study are shown in Figure 3. From the phase diagram, it is 
expected that as the composition gets more InAs-rich, the homogeneity of the epitaxial layer 
would diminish. The increase of the PL full-width-half-max (FWHM), as the composition gets 
InAs-rich, is consistent to the prediction from the phase diagram. 
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Figure 3. Photoluminescence spectra measured at 4 and 300 K of Gai.JnxAsySb,.y grown on (100) 6° toward (111)B 

GaSb substrates, (a) x = 0.09, y = 0.08, (b) x = 0.16, y = 0.15, (c) x = 0.20, y = 0.18. TEM specimens #1, #3, and #4 
of similar alloy composition of (a), (b), and (c), respectively. 

Transmission electron microscope (TEM) thin foils were prepared in both a traditional 
mechanical thinning (for plan-view samples) and a wedge thinning (for cross-section samples) 
followed by Ar+ ion milling, using a liquid N2 cold rotating stage to exclude the preparation 
effects. For each specimen, a plane-view and two cross-section TEM thin foils were prepared for 
observation. Figure 4 (a) is a (22 2) reflection, (011) cross-section dark-field (DF) image of 
sample #4. Speckle-like structure was visible and modulated in the [Oil] direction. 

In Figure 4 (a), one other interesting long period (or what one may term "self organized") 
microstructure was observed and it modulated in the direction approximately 10 degrees off 
surface orientation. It should be noted that as we are studying cross sectional samples, double 
diffraction effects associated with transmission through multi-layers is not an issue. Hence, one 
is able to discriminate between image contrast due to modulations from that observed from 
Moire fringes. The fact that it was shown in some (400) and (022) reflection images, and the 
observation of side-bands at the major reflection spots, strongly suggested that the observed 
microstructure was associated with composition variation. This microstructure is usually called 
self-assembled or self-organized composition modulation (SOCM).  Figure 4 (b) is a 
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magnification micrograph showing this SOCM micro structure. The periodicity of this SOCM is 
~ 20nm. Figure 4 (c) is the transmission electron diffraction (TED) pattern of this thin foil, in 
(011) cross-section. The elongation of the diffraction spot in ~ [100] direction can be seen and is 
consistent with the image observation. 

Figure 4. (a) TEM (Oil) cross-section (222) reflection DF image of sample #4, x = 0.20, y = 0.18. Speckle-like 
structure was visible and modulated in [011] direction and SOCM was found modulated ~ 10° off surface 
orientation (b) magnification micrograph showing the SOCM microstructure (c) electron diffraction pattern showing 
the side-band at the major reflection spots 

Image interference that presents itself as a regular pattern across and image can be 
especially difficult to remove using a spatial approach. The best way to eliminate such periodic 
or coherent noise is by converting the image to a set of frequencies, and editing out the 
frequencies causing the problem [10]. The image's frequency domain can be presented as a 
symmetrically centered cloud of points, where brightness represents amplitude of the waveform, 
and the position represents the frequency of the waveform. In a normal image, the spectrum will 
appear as a roughly circular cloud that is brighter and denser near at its center. Images containing 
a regular pattern will reflect pattern-like effects in their spectra. It is this characteristic that can 
be manipulated to remove coherent noise. Coherent noise usually manifests itself as bright points 
outside of the central cloud. Removing these points eliminates the frequency causing the noise. 
In order to validate which frequencies should be removed, we used inverse Fourier transforms to 
reproduce the fine structure in the diffraction patterns. Figure 5 (a) is a (222) reflection (Oil) DF 
image of sample #4. Image filtering results are shown in Figure 5 (b) and (c). By using this 
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Figure 5. (a)TEM (Oll) cross-section (222) reflection DF image of sample #4, x = 0.20, y = 0.18. Image-processing 
deconvolution results show details of the SOCM microstructure (b), and the speckle-like structure (c). 
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technique, deconvolution of the two different length scales of phase separation, speckle-like and 
SOCM microstructure, was accomplished. From the imaging results, a three-dimensional 
microstructure model was proposed for the SOCM microstructure found in this study and is 
shown in Figure 6. 

[100]   Epilayer 
surface 

Figure 6. Schematic diagram showing the crystallography and microstructure of the SOCM. 

DISCUSSION 

The formation of lateral composition modulation has been extensively discussed (see for 
example, Zunger and Mahajan [1], and Millunchick et al. [7]) and has been exploited to obtain 
high densities of nanometer-sized quantum wires (QWR), without the processing limitations of 
other fabrication methods. Application of this technique to the InAlAs system can lead to novel 
polarization-sensitive devices, (Abraham et al. [11]). In a laser structure, cladding layers 
consisting of AlAs/InAs SPS can produce QWR behavior in active layers of InGaAs due to 
composition modulation induced strain fields (Peiro et al. [12]). 

It was not until recent years that the vertical composition modulation started to draw the 
attention of device engineers. This type of composition modulation has a very regular periodicity 
which makes fabricating the natural superlattices in the scales of nanometers in a single epitaxial 
layer "by-itself' possible. However, many questions regarding vertical composition modulation 
still remain unanswered. In the GaAlAs system, Petroff et al. [13] suggested that changes in 
Gibbs free energy introduced by an exchange reaction could result in a miscibility gap in the 
GaxAli.xAs phase diagram and thus cause these plate-like structures (i.e. lateral composition 
modulation). Madhukar et al. [14] suggested that the formation of plate-like structures is a result 
of a kinetic effect driven by the geometry of sites on the {110} surface. The concept of kinetic 
segregation employed by Madhukar and Van Vechten [15] indicated that the plates observed in 
Gao.75Alo.25As layers are not associated with the thermodynamic intrinsic properties of the 
epitaxial layers, but could be related to instabilities in growth conditions. Ipatova et al. [16] 
predicted that the formation of a modulated two-phase structure with a macroscopic period could 
occur in quaternary alloys by a process of spontaneous coherent phase separation. They 
considered such phase separation occurs in the bulk layer starting at an inclusion and develops to 
give a series of coherent phase separated plates in the form of a superlattice. These mechanisms 
outlined above, however, do not explain the growth behavior found in MBE-grown InAsSb by 
Seong et al. [17] or in OMVPE-grown GalnAsSb found in this study. The fact that this SOCM 
was not found in our previous liquid phase epitaxy (LPE) study, Chen et al. [18], suggests it is a 
surface mediated microstructure. 
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The growth model proposed by Barabasi [19] was based on the step-flow mode of growth 
associated with the preferred atomic sites relative to the steps introduced by the substrate miscut. 
Thus, Te (Se) diffuses on the surface, seeking a step rich in like atoms, (i.e., Se wants to attach to 
the edge of a terrace made up of mostly Se atoms and likewise for Te). He also proposed a 
critical miscut angle concept [19] (below which no natural superlattice (NS) is formed) which is 
in agreement with the results in the ZnSeTe systefe [20]. However, the plate-like structure found 
in InAsSb system by Seong et al. [17] on non-miscut (001) substrates does not fit this critical 
miscut criteria. Seong et al. proposed a growth model for plate-like structures found in InAsSb 
system and argued that the first-grown material consisted of plates of the Sb-rich phase and 
between these there were smaller islands of the As-rich phase. The growth continued by the 
plates of the Sb-rich phase spreading laterally and overgrowing the islands of the As-rich phase. 
Tersoff [211 suggested that stress-driven alloy decomposition during step-flow growth can occur 
according to his calculations and proposed a possible superlattice structure. These models all 
explain the formation of lateral composition modulation, however, no crystallography related 
structure model has been proposed to explain the inclined SOCM micro structure found in this 
study. 

Combining our experimental results with the growth models, which have been proposed, a 
growth model that explains the unique crystallographic feature found in this study is proposed. In 
the SOCM microstructure found here, the phase instability and the surface steps were attributed 
to the initial phase separation and modulation in composition in the early stage of the epitaxial 
growth to form the thermodynamically stable GaAs-rich and InSb-rich bands, similar to that 
suggested by Barabasi [19]. However, the way the adatoms accommodated themselves onto the 
film surface is strongly affected by the underlying layers of atoms [22, 23]. If there is an 
extension of the GaAs-rich (or InSb-rich) band, of approximately 10 atomic positions along 
[011] direction, before the InSb-rich (or GaAs-rich) band started to grow on the surface layer, 
the subsequent growth will result in a SOCM with -10 degrees of misorientation from the 
surface orientation. Figures 7 (a) and (b) are schematic diagrams showing the proposed 
mechanism. 

CONCLUSIONS 

A number of other studies have reported the presence of self-organized superlattices 
(although the term of 'self-assembly' is more recent). The results shown here demonstrate the 
presence of two distinct microstructures: the speckle-like structure for a range of compositions 
and long-period microstructures, the SOCM, as a function of composition. These research 
results, those from other researchers, and the fact that we didn't observe this type of 
microstructure in our previous LPE studies strongly suggest that the long-period microstructure 
is influenced by surface mediated processes. Recently, numerous models have been proposed in 
the literature, each designed to rationalize specific microstructural observations; however they all 
have in common the theme of step mobility and surface reconstruction. 

This paper reviews these concepts and models, and presents the observations of the three- 
dimensional SOCM found in Gai.xInxAsySbi.y/GaSb epitaxial heterostructures. This is also the 
first report of the concurrency of the speckle-like structure and the SOCM microstructure in this 
system. In summary: 
♦ Self-assembled layers are similar to the long period microstructures that were first 

experimentally observed over two decades ago in compound epitaxial systems. 
♦ The formation of self-assembled layers is intrinsically associated with phase separation. In 

fact, in the case of the quaternary antimonides, the speckle-like structure co-exists with the 
SOCM microstructure and not long range ordering, as is well known for many other epitaxial 
compound semiconductors. 
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Figure 7. Schematic diagrams (a) showing the initial stage of the formation of the tilt of the SOCM; the extended 
terraces can be seen as the areas pointed by arrows, (b) the subsequent growth results in the tilted SOCM. 
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Our studies are consistent with the literature in suggesting that a complex relationship 
between surface structure and the associated chemical functionality of surface steps may 
govern the mechanisms controlling the SOCM formation. 
While there has been much focus on structural models of the interface to rationalize the 
crystallographic evolution of the self assembled layers, the subsequent growth of these self- 
assembled layers microstructurally resembles lamellar growth of two phase systems. 
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ABSTRACT 
Regarding the two different contributions to the driving force, the direct force 

and the wind force, the role of the electronic structure has been quite different for 
the two. For the wind force increasingly sophisticated descriptions have been used, 
namely pseudopotential models, finite cluster models and, at the end, an ab initio 
Korringa-Kohn-Rostoker (KKR) Green's function description. We will illustrate this 
by showing for which systems by now the wind force has been calculated, which 
include almost all FCC and BCC metals, while both self-electromigration and impu- 
rity migration have been treated. Some new results will be presented as well, which 
simulate electromigration along a grain boundary and over a surface. 

The direct force, on the other hand, has mainly been discussed in terms of the 
simple free electron, or jellium model. However, it will be shown that we have ar- 
rived at a point, at which more sophisticated descriptions of the electronic structure 
involved are becoming important. A recent analysis of new experimental results leads 
to the conclusion that a migrating hydrogen atom effectively can have a direct valence 
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smaller than unity, depending on the metal studied. By this it becomes challenging 
to perform calculations of the electronic structure of an interstitial, not only at its 
equilibrium position, but also at positions lying along the jump path. 

INTRODUCTION 

The process of the drift of atoms due to an applied voltage, called 
electromigration, is known both in materials science and in fundamen- 
tal physics. The development of voids at the cathode side of an alu- 
minum film, and the growth of hillocks at the anode,[l] which is due 
to self-electromigration, shorten the lifetime of an integrated circuit. In 
electronic industry a great deal of effort is made in slowing down this 
process. In fundamental physics the efforts have been directed towards 
the understanding and calculation of the driving force, which is com- 
monly written as a sum of two components, a direct force Fdirect and a 
wind force Fwind. The direct force is due to a net charge of the migrating 
atom, while the wind force is due to scattering of the current-carrying 
electrons off the atom. Both forces are proportional to the electric field 
and can be characterized by a valence [2] 

F = (Zdirect + Zwind) eE = Z*eE. (1) 

The effective valence Z* is the measurable quantity. Although consensus 
consists about the form of Eq. (1), the present understanding of the two 
contributions is quite different. The wind force, being proportional to 
the current density, is found to be inversely proportional to the sample 
resistivity p, independently of the complexity of the theoretical formu- 
lation used in the description of the total force. So, Z* can be written 
as 

IS 

Z* = ^direct H , (2) 
P 

in which the temperature independent proportionality constant K is 
determined by the scattering of the electrons by the migrating atom. 
In addition, a microscopic quantum-mechanical expression for the wind 
force is available. This expression has been applied recently for ab initio 
calculations of the wind valence of interstitial atoms such as hydrogen 
[3], and of substitutionally migrating atoms [4, 5], in numerous FCC and 
BCC metals. 

In contrast to the consensus concerning the wind force, and its com- 
putational accessibility, the magnitude of the direct force has been the 
subject of a long-standing controversy. Either one is in favour of com- 
plete screening, so that only the wind force remains, or one defends that 
the direct force is effectively unscreened. The controversy started in 
1962, being induced by the screening prediction of Bosvieux and Friedel 
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[6], and has not come to an end completely yet.[7, 8] Unfortunately, an 
attempt to decide in this issue by measuring the driving force on hy- 
drogen in the transition metals V, Nb, and Ta turned out to be not 
conclusive.[9, 10] Sorbello [7] even expresses the possibility that the con- 
ventional distinction of two contributions to the driving force, Eq. (1), 
eventually may turn out to be less meaningful than it has been assumed 
to be up to now. 

The purpose of this contribution is twofold. First, under the section 
headings Some characteristic results for the wind valence and Prelimi- 
nary results for migration along a grain boundary, the advanced char- 
acter of present-day calculations of the wind force will be illustrated by 
reviewing a few characteristic published results and by presenting some 
preliminary results. The latter pertain to migration along a line of va- 
cancies modeling a grain boundary, and over the inner side of a void, 
modeling migration over a surface. Secondly, under the section heading 
Electromigration of hydrogen and the direct valence, it will be shown, 
that recent experimental results for electromigration of hydrogen in Pd 
and some PdAg alloys imply values of direct for hydrogen, which are 
significantly smaller than unity, the bare hydrogen valence. It will be 
concluded, that this makes it interesting to undertake advanced elec- 
tronic structure calculations for interstitial hydrogen at its interstitial 
position, and at intermediate positions, lying along the electromigration 
jump path. 

But first we give a brief description of the theory. 

THEORY 

The wind force on an atom at some position Ri in a metallic system 
is described by the quantum-mechanical expression [11] 

Fwind = £/(A)<^|-VRlt;i|V>*>) (3) 
k 

which traces back to the pioneering work of Bosvieux and Friedel.[6] In 
this equation vt is the potential of the atom feeling the force, k combines 
the band index n and the crystal momentum k of the electron, and f(k) 
is the electron distribution function given by 

/(*) = fFD(k) - erE • Vfc£(eFermi - Cjfc), (4) 

which differs from the Fermi-Dirac distribution /F£>(&) due to the pres- 
ence of the electric field E, and in which r is the transport relaxation 
time and v^ is the velocity of the electron in the state k. In order to 
calculate fa, which is the true locally perturbed electron wave function, 
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a Green's function formalism is used.[4] The wave function is calculated 
for a dilute-alloy-type configuration, i.e. a cluster containing the locally 
perturbed atoms at and around the migrating atom, possibly including 
a vacancy in the case of substitutional electromigration, embedded in an 
infinite lattice of unperturbed metallic host atoms. The advanced char- 
acter of this treatment becomes clear, if one compares it with the jellium 
[12], model-pseudopotential [13, 14] and finite-cluster-in-free-space [15] 
treatments used in the past. The first treatment can at most bring out 
some trends. The second treatment applies to simple metals only, so 
that the intensively investigated transition metals are beyond its scope. 
The finite-cluster method, although treating all local multiple scattering 
exactly, is essentially a free electron treatment, so that no band structure 
effects are represented by it. 

Just one more remark about the theory, in particular about Eq. (3). 
Due to its simply looking form people are inclined to think that it is just 
the Hellmann-Feynman force, which is given by the expectation value of 
the force operator -VR^ for a system in the ground state. [16, 17, 18, 
19] However, the Hellmann-Feynman theorem was derived for a finite 
system such as a molecule, and cannot be applied to a current-carrying 
solid. This requires a derivation in the framework of non-equilibrium 
quantum statistical mechanics, such as the one made by Kumar and 
Sorbello, which also ends up with the expectation value of the force 
operator.[20] Therefore, referring to the Hellmann-Feynman force in the 
context of electromigration, can be regarded merely as confusing. 

SOME CHARACTERISTIC RESULTS FOR THE 
WIND VALENCE 

In this section we give an account of four results obtained by the 
method described above, which have led to a better understanding of the 
physical nature of the driving force and which show that some intuitive 
ideas are not generally applicable. 

First, in measuring the driving force on hydrogen in the dilute hy- 
drides V(H), Nb(H) and Ta(H), it was found that Z$a < Z$ < Z^b, 
and that the wind valence in V and Nb was positive, while in Ta it was 
negative. [9, 21] Neither the ordering in magnitude, nor the difference 
in the wind valences are obvious regarding the position of the elements 
in the Periodic System. The electronic structure of the three elements 
is very similar, and the densities of states of Nb and Ta are almost iden- 
tical. However, a straightforward calculation of the wind valence lead 
to agreement with experiment.[3] Analysis of the results brought about, 
that the electronic charge density for H in Ta was markedly different 
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from the density distribution in V and Nb, which must be attributed 
to relativistic contributions in the much heavier Ta. So, a close similar- 
ity of the electronic properties of two metals in reciprocal space, does 
not exclude marked differences in direct space. Further, apparently, the 
wind force is very sensitive to the local charge distribution, which, up to 
now, has only been shown for transition metals in such a dramatic way 
by the means of the KKR-Green's function formalism. 

Secondly, results of the same set of calculations implied, that an old 
simplification broke down. It was generally assumed, that electron con- 
duction, such as in simple and noble metals, would evidently lead to a 
negative wind valence, and that a positive wind valence was bound to 
be due to hole conduction. However, it became clear, that the obtained 
positive wind valences obtained for hydrogen in V and Nb, could not be 
attributed to hole conduction. Interestingly, it was already the earlier 
applied finite-cluster-in-free-space treatment [15] that lead to a similar 
conclusion. Although in that treatment the environment of the cluster 
was free space, positive wind valences were found for hydrogen in V and 
Nb. This could not at all be due to hole effects, because in such a model 
there are not even electron bands. It had to be attributed to multiple 
scattering effects inside the cluster. 

A third revealing result was undermining for another generally used 
notion, namely that the sign of the wind valence is typical for a given 
metal. From a systematic calculation of the wind valence for substitu- 
tional impurities in V, Nb, and Ta, it was found, that Mn in V, and 
Mn and Tc in both Nb and Ta, formed an exception. These impurities 
experience a wind force against the current direction of the electrons, 
contrary what was found for all other impurities.[22] In a separate study 
it was already made explicit, that local multiple scattering effects in the 
defect, containing the migrating impurity and a vacancy, can be strong. 
[5] Now it can be concluded, that such effects can even lead to surprising 
effects. 

Finally, it was found that for self-electromigration the sign of the wind 
valence in some metals could depend on the crystal stucture.[22] In the 
low-temparature close-packed structure the wind valence for Ca, Sr and 
Zr is negative, while it is positive for the BCC structure. Results are 
given in Table 1, in which the constant K, as it occurs in Eq. (2), is 
given as well. In order to clear up this result local charge distribution 
studies have to be carried out, which has not been done yet, as far as the 
authors know. As a guide one could investigate implications of the fact, 
that in a close-packed structure the crystal atoms overlap more than in 
a BCC structure. More overlap generally implies wider bands and more 
electronlike behaviour, leading to a negative wind valence. 
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^ For a recent application of the method to a study of the electromigra- 
tion in Al, which metal is of technological interest, we refer to Dekker 
et al. [23] 

Table 1    Self-electromigration in Ca, Sr and Zr for different crystal stuctures. Zr in 
the HCP stucture is treated as an FCC metal with the same density. 

Metal KFCC 

•yFCC 
"'wind 

(473 K) j(BCC 

?BCC 
^wind 

(0.9 Tm) Tm Remarks 

Ca 
Sr 
Zr 

-1.4 
-8.3 
-52 

-0.25 
-0.38 
-0.71 

70 
28 
14 

5.4 
0.5 
0.1 

1112 
1041 
2125 

FCC for T < 720 K 
FCC for T < 718 K 

HCP, 
but BCC for T > 1135 K 

PRELIMINARY RESULTS FOR MIGRATION 
ALONG A GRAIN BOUNDARY 

As an illustration of the possibilities of the available KKR-Green's 
function method, we show some results for simulations of migration along 
a grain boundary and over a surface. The local electromigration defect in 
a FCC structure is depicted in Figure 1. The migration path runs from 
position 1 to the vacancy at the position 2. We model a grain boundary 
to be a line of vacancies, so we omit atoms at the positions 19 and 20. 
Similarly, omitting the atoms at the positions 3 and 5 creates a high 
barrier on one side of the path, which is enough to simulate vacuum, or, 
equivalently, migration over a surface. 

In Figure 2 the bold line shows the variation of the quantity K along 
the path for a jumping Al atom. It varies from -25 /ificm at the initial 
position to -63 fiQcm halfway along the path, called the saddle point 
position. The average over the path is K = -39 fxQcm. 

_ The other curves in the figure correspond to configurations with ad- 
ditional vacancies at some of the positions in the cluster displayed in 
Figure 1. It is clear that the wind force depends on the positions of 
the vacancies. When the vacancy occupies position 19 the path av- 
eraged R = -42 fiQcm, whereas a vacancy at position 3 leads to 
R - -21 /ificm. For two additional vacancies one finds for vacancies 
at the positions 19 and 20, that K = -46 //Qcm. For vacancies at the 
positions 3 and 5 K = -1 ^cm. All curves in the figure are symmetric 
with respect to the saddle point position, at 0.5, apart from the curve 
corresponding to one additional missing atom at the position 19. By 
adding a vacancy at the position 20, represented by the dashed curve 
the symmetry is restored. ' 
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Figure 1 The cluster of perturbed atoms in the FCC structure. The labels of the 
positions are used in the text. The wind force on the atom labeled by 1 is calculated 
at several positions along its jump path to the vacant position labeled by 2. The 
atoms at all other positions are assumed to occupy exact lattice positions. 

£ 
ü a 

-60 

position along the path 

Figure 2 Variation of K for a host Al atom with one vacancy next to it, at the final 
position 2 (bold line), and with additional vacancies at one or two positions in the 
perturbed cluster, as indicated along the lines. The labels of the positions correspond 
to those in Figure 1. 
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The effects are really impressive. From these simulations one would 
conclude, that electromigration along a grain boundary involves a sig- 
nificant increase of the wind force, while migration over a surface would 
involve a reduction. The latter trend is in agreement with results ob- 
tained by Bly and Rous. [24] 

ELECTROMIGRATION OF HYDROGEN AND 
THE DIRECT VALENCE 

Compared with the sophistication involved in the calculation of the 
wind force, the theoretical status of the direct force is rather poor. Till 
now the extreme view points of no screening and complete screening are 
based on impurity-in-a-jellium model treatments only.[8] The same holds 
for a recent proposal, in which Zdirect is not a constant, but given by the 
following resistivity-dependent expression[10] 

ZdiTect = l + (b/Py 
(5) 

In this expression Z\ and p are the unscreened ionic valence and the 
contribution to the sample resistivity due to electron-phonon scattering 
respectively, and b is an adjustable parameter. It is clear that Eq. (5) 
bridges the gap between the two extremes in the controversy, because 
in the high-resistivity limit ^direct -» Z„ while for low temperatures, 
when p -» 0, complete screening, so Zdirect ->■ 0, is found. Since actual 
electromigration experiments are done at relatively high temperatures, 
in general way above room temperature, the complete-screening limit 
can be considered as being of academic interest only. On the other 
hand, experimentally determined Zdirect-values are rarely equal to the 
bare protonic charge of unity. Verbruggen and Griessen found the values 
1.11, 0.44 and 1.22 for Zdirect in V(H), Nb(H) and Ta(H), respectively.[9] 
These values were obtained from a fit of the measured Z*, by a 1/p plot, 
according to Eq. (2). In a first attempt to describe the measured results 
using Eq. (5), a value Z\ = l'could be used, but in retrospection the 
fitted 6-values were rather unrealistic. A more realistic plot, describing 
recently obtained data for hydrogen in' Pd and two alloys with Ag,[25] 
is reproduced in Figure 3.[26] The bold lines show the constant-Zdirect 

fit according to Eq. (2). One nicely sees an increasing negative slope 
on adding silver to palladium. For pure silver, having large negative 
Z*-values, a very steep slope is expected. The thinner lines follow from 
a fit, using Eq. (5) in Eq. (2), and taking Z-, = 1. These three lines 
obviously end at the value Z* - 1 in the origin. The fit for Pd(H) 
would be acceptable, but for the two alloys the fit is not good at all. 
One has to conclude that taking Zx = 1 beforehand does no justice 
to experimental findings. So either one has to abandon Eq. (5), and 
to look for a new theory, or one could try to interprete Eq.   (5) more 
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flexibly. It is tempting to exploit the latter approach first, on the one 
hand, because of the obvious merits of Eq. (5), on the other hand, 
because no new theory is available, and it is not clear at all how to 
come to something usably.   The new use of Eq.   (5) is inspired by the 

N 

1.0 - 

0.8 

0.6 
Pd (H) 

0.4 W ^s"s-0\ - 

0.2 V\ V    PdAg (H) 
^^^   77% Pd 

0.0 ^x ^v^**Svs. 

-0.2 PdAg (H)  \ 
50% Pd     ^ 

\.    ^^ 

-0.4 

0.0 2.0 4.0 6.0 8.0 
100/p 

Figure 3   The effective valence Z* of hydrogen in pure Pd and two alloys with Ag, 
plotted as a function of 100/p. 

results obtained so far. It is possible to make a reasonable choice for the 
parameter b, such that not too much screening is left in the range of the 
measured points. The choice made is such, that b/pm{n = |, in which 
Pmin is the smallest resistivity of the experimental set. For b/p = |, Eq. 
(5) gives a direct valence equal to |Z;, where the unscreened valence 
Z\ now has to be determined by a fit. It must be admitted, that this 
choice implies some dependence on the actual sets of measuring points. 
However, the possible range of experimentally accessible points is rather 
limited, and, regarding that, the overall sensitivity to the precise choice 
is rather small. 

For the choice made, the result of the fit for the three systems is shown 
by the dotted lines in Figure 3. It is seen that this new fit is as good 
as the constant-Zdirect fit is. The only difference is that the unscreened 
valence Z\ obtained this way is necessarily somewhat smaller than ^direct 
obtained by means of a constant-indirect fit- However, more importantly, 
this analysis of the experimental results demonstrates evidently, that 
the valence of hydrogen in a metal can deviate significantly from the 
protonic valence of 1, which comes out according to the jellium model of 
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a metal. So, metallic effects have to be considered in explaining such a 
deviation. It is the first time, that this conclusion can be drawn without 
restriction.[26] The small Z;-values found from hydrogen in Nb, lying 
between 0.4 and 0.7, are particularly intriguing in this respect. 

Metallic effects can be studied only by doing selfconsistent charge den- 
sity calculations. Such calculations are possible, and have been carried 
out extensively for substitutional impurities in metallic hosts in the past 
fifteen years. However, the description of dilute interstitial alloys has 
not shown any development at all since some first preliminary activity. 
[28] The barriers encountered at the time have been razed in the mean- 
time. [29] This activity should not be carried out for the impurity at its 
initial position only, but at all positions along its jump path, similarly 
as it now is done routinely for the wind force.[4, 5, 23] 
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ABSTRACT 
The results of ab initio calculations of the vacancy formation energies in all the 

transition and noble metals are presented. We also report on the formation ener- 
gies of native point defects in the NiAl intermetallic compound. The calculations 
are performed within the locally self-consistent Green's function method and include 
multipole electrostatic corrections to the atomic sphere approximation. The results 
are in excellent agreement with experiment and existing full-potential calculations. 
We also perform a qualitative analysis of constitutional and thermal defects in NiAl 
within the Wagner-Schottky model of a lattice gas of non-interacting defects. 

INTRODUCTION 

The existence of vacancies in metals and intermetallic compounds 
plays an important role for the kinetic and thermodynamic properties of 
materials. In this connection the vacancy formation energy is a key con- 
cept in the understanding of the processes which occur in alloys during 
mechanical deformation or heat treatment. The number of vacancies in 
an elemental metal at equilibrium conditions is usually small. Even close 
to the melting point it is much less than one atomic percent. However, 
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the equilibrium vacancy concentration may be of order often percent in 
compounds where vacancies are constitutional (structural) defects. 

The formation energies of point defects in metals [1, 2] and compounds 
[3, 4, 5] can nowadays be obtained from ab initio electronic structure 
calculations based on density functional theory [6]. These energies may 
be used to evaluate the equilibrium concentrations of point defects as a 
function of temperature and composition within the framework of statis- 
tical mechanical approaches among which the Wagner-Schottky model 
[7] of a lattice gas of non-interacting point defects is the simplest and 
most commonly used one. In the present work we perform a complete 
analysis of possible solutions of the Wagner-Schottky model. We discuss 
how to characterize the type of constitutional and thermal disorder in 
different compositional regions of a binary compound using the point 
defect energies obtained from ab initio calculations. 

METHODOLOGY 

NOTATIONS AND DEFINITIONS 

Let us consider a bulk crystal of an elemental metal containing Nat 

atoms and Nv vacancies at zero temperature. The number of vacancies 
in the system is allowed to change while the number of atoms is kept 
constant. 

The vacancy formation energy (in the dilute limit and at T=0) is 
defined as follows: 

dNv 
de 

Ny-,0 dXV Xy^O 
(1) 

where E is the total energy of the system, e is the energy per atom, and 
xv - Ny/Nat is the atomic concentration of vacancies. 

Let us now consider a single-phase, off-stoichiometric alloy having a 
fixed atomic composition, A^XBX. We assume two inequivalent sublat- 
tices A and B with the multiplicity factors mA and mB, respectively, so 
the ideal stoichiometric composition is AmABmB. The alloy components 
(A atoms and B atoms) and vacancies, i = {A,B,V}) may occupy N 
lattice sites on the two sublattices a = {A, B}. The sublattices have a 
balanced number of lattice sites, Na = (ma/m)N, where m = mA + mB 
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Let us denote the number of lattice sites on sublattice a occupied by 
component i as JV,-a. To describe the distribution of the alloy compo- 
nents between the sublattices, one can use either atomic (Z8Q = Nia/Nat) 
or site (c;Q = nia/Na) concentrations. One can easily transform be- 
tween these two kinds of concentrations using the relationship c,-a = 
{m/ma)xia/(l + xy), where xy = xyA + xyB is the net concentration of 
vacancies. 

The formation energies, Ed, of the four types of point defects, d = 
{BA, VA, AB, VB), may be defined similar to Eq. (1): 

Ed=^ 
dxd 

(2) 
xd-+0 

where Ae = e(Ai-xBx) - (1 - x)e(A) - xe(B) is the alloy formation 
energy (per atom). 

Among the four total defect concentrations, xd, only three are linearly 
independent: 

XBA - XAB + 
xvA ~  —X

VB = °    • (6) A mm 

Here S = x - (ms/m) is the deviation from stoichiometry. Those defects 
which are present in the maximally ordered state (i.e. at T —> 0) of 
an off-stoichiometric alloy are called constitutional defects. The defects 
which appear at finite temperatures are called thermal defects, and their 
concentrations, xd — xd - x\, must obey the following constraint 

t        mB   t mA   t        n m XAni Xy.   ~     Xy    = 0       . (4) AB       m     A        m     B 

That is, thermal defects in ordered compounds always appear in the form 
of composition-conserving combinations of point defects. A composition- 
conserving defect (CD) may be specified by a quasichemical reaction: 

X>^ = °   » (5) 
d 

where the coefficients nd obey the balance equation similar to Eq. (4). 
The energy of the reaction, 

#CD = YlUdEd    ' (6) 
d 

can be understood as the formation energy of the corresponding CD. 
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DETAILS OF CALCULATIONS 

The defect formation energies were calculated using a supercell ap- 
proach. Total energy calculations were performed for 2 x 2 x 2 supercells 
(32 lattice sites) in the case of the fee structure and 3x3x3 supercells 
(54 sites) in the case of the bec or B2 crystal structures, each supercell 
containing one point defect. 

The present calculations were performed within the framework of an 
order-iV, locally self-consistent Green's function (LSGF) method intro- 
duced by Abrikosov et al. [8, 9]. The atomic sphere approximation 
(ASA) was used for the one-electron potential, however, the electro- 
static potential and energy contributions due to the non-spherical (mul- 
tipole) components of the electron density were taken into account. This 
so-called ASA+M technique allows one to obtain the surface energies 
[10, 11] and the vacancy formation energies [2] for transition and no- 
ble metals with an accuracy typical for the most precise full-potential 
methods. 

The vacancies were modeled by empty spheres. Equal radii were used 
for all the atomic and empty spheres. Our calculations were performed 
using the angular momentum cutoff lmax = 3. The multipole compo- 
nents of the charge density up to / = 6 were taken into account. The 
total energy was calculated in the framework of the local density ap- 
proximation (LDA). In the case of B2 NiAl, non-local corrections in the 
form of the generalized gradient approximation [12] (GGA) were taken 
into account. The core states were recalculated at each self-consistency 
loop. The volume of each supercell was relaxed to its calculated equilib- 
rium value. The effect of local distortions around point defects was not 
considered. 

VACANCIES IN TRANSITION AND NOBLE 
METALS 

The calculated zero temperature vacancy formation energies for the 
3d, 4d, and 5d transition and noble metals are presented in Fig. 1 to- 
gether with the recommended experimental values. In our calculations 
all the metals have been treated in the fee and bec crystal structures. 
We also compare in Fig. 3 the present vacancy formation energies with 
those obtained in previous full-potential KKR Green's function calcu- 
lations of vacancies in all the fee 4d metals [1]. From this comparison 
we find that the agreement with the experimental and full-potential re- 
sults is excellent. We conclude that the ASA+M calculations yield very 
reasonable vacancy formation energies, in contrast to the standard ASA 
calculations which typically overestimate the vacancy formation energy 
by a factor of 2. 
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Figure 1 Vacancy formation energies for the 3d, 4d, and 5d transition and noble 
metals calculated in the fee and bcc structures and compared with the recommended 
experimental values [13] (squares) and full-potential calculations [1] (triangles). All 
calculations were non spin-polarized. 
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Figure 2 Heat of formation (a) and lattice parameter (b) of NiAl alloys as a function 
of alloy composition. Experimental data by Henig & Lukas [14] (H&L) (corrected 
for the standard state of Al), Bradley & Taylor [15] (B&T), and Taylor & Doyle [16] 
(T&D) are shown for comparison. 

POINT DEFECTS IN NIAL 

DEFECT FORMATION ENERGIES 

In Fig. 2 we compare the calculated and experimental formation en- 
ergies and the lattice parameters for the B2 NiAl alloys. On either side 
away from the exact stoichiometric composition the calculated results are 
reported for two possible branches of the alloys: one corresponds to al- 
loys with constitutional antisite defects (antisite branch), and the other 
corresponds to alloys with constitutional vacancies (vacancy branch). 
Our calculations correctly predict the relative stability of the antisite 
and vacancy branches for the Ni-rich and Al-rich NiAl, respectively. A 
nice agreement for the slopes of the concentration dependence is seen 
between the results of our calculations for the stable branches and ex- 
perimental data. 
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Table 1    Calculated defect formation energies (eV) in NiAl 

NiAi     VAI      AlNi     VNi 

1.13      1.91      2.51      0.62 

The calculated defect formation energies in NiAl are given in Table 1. 
By definition, Eq. (2), these energies depend on standard states of the 
pure elements and therefore do not have an absolute physical meaning. 
This also makes problematic a direct comparison of the defect formation 
energies calculated in this work with the results of previos calculations 
[3, 17, 4] in which different standard states have been used. However, the 
formation energies of composition-conserving defects are independent of 
the standard states and can be compared directly. A careful analysis 
of the theoretical defect formation energies in NiAl shows that all they 
are in good agreement with each other [18]. The question of how these 
energies can be used to analyze the equilibrium defect concentrations 
will be addressed in the following subsections. 

WAGNER-SCHOTTKY MODEL 

For a highly-ordered A\_XBX compound containing small concentra- 
tions of constitutional and thermal defects, the Wagner-Schottky model 
(lattice gas of non-interacting point defects) may be applied, which is 
formulated as follows: 

(i) The alloy formation energy (per atom) depends linearly on defect 
concentrations, 

Ae = Ae0 + Y^ Edxd    > (<0 
d 

where Ae0 is the formation energy of the defect-free, stoichiometric 
Amj4Bmfl. The parameters Ed are the defect formation energies defined 
by Eq. (2). 
(ii) Only the mean-field configurational entropy is taken into account: 

* = -E^(i + *v)in[^(i + ^)]-EE^i^.-«. •   (8) ~    m 
a 

The minimization of the free energy leads to the following set of Bragg- 
Williams-type equations for equilibrium defect concentrations: 

C
VA

C
VB     =exp[-EMv/T]    ,    EMv=   mAEvA + mBEvB    ; 

Cff^     =exp[-EJA/T]    ,    EJA=     EAB+EVA-EVB    ; 
CAACVB 
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-^-^    = ex?[-EJB/T]    ,    EJB =    EBA + EVB - EyA    .  (9) 

This set of equations together with Eq. (3) can be solved numerically 
[5] or analytically [19] in order to obtain the equilibrium defect concen- 
trations. 

Let us note that the equilibrium defect concentrations are fully deter- 
mined by the energies of the three following defect reactions: 

(MV): Multivacancy or Schottky defect, 0 -*■ mAVA + mBVB; 
(JA): Vacancy jump to sublattice A, VB -*VA + AB; 
(JB): Vacancy jump to sublattice B, VA -+ VB + BA. 

TYPES OF CONSTITUTIONAL AND THERMAL DISORDER 

Possible types of solutions to the Wagner-Schottky model in the low- 
temperature limit (i.e. types of constitutional and primary thermal de- 
fects) may be qualitatively classified in terms of two following dimen- 
sionless parameters: 

ZA = EJA/EMV    and    zB - EJB/EMv    ■ (10) 

Formally, the set of defect concentrations in a binary alloy of a fixed 
atomic composition forms a domain belonging to a 3-dimensional hy- 
perplane given by Eq. (3) in the 4-dimensional space of the defect con- 
centrations Xd. Natural boundaries of this domain are given by the in- 
equalities xia > 0. The Wagner-Schottky model is valid at small defect 
concentrations, i.e. in the vicinity of the boundary of the domain. 

Let us first consider the case of T = 0. The equilibrium is determined 
by the global minimum of the alloy formation energy, Eq. (7). As a lin- 
ear function of the defect concentrations, the latter must have the global 
minimum at the boundary of the domain (the opposite case corresponds 
to a compound which is unstable against a spontaneous generation of 
defects). In a non-degenerate case, the minimum will be at a vortex of 
the domain where all the defect concentrations but one are equal to zero. 
Which defect type is the constitutional one, i.e. remains in the maxi- 
mally ordered state of a non-stoichiometric alloy, may be determined 
from the map shown in Fig. 3a. 

For example, our calculations of point defect energies in NiAl give 
zA = zNi = -0.06 and zB = zAl = 1.50. From Fig. 3a one easily 
finds that in an off-stoichiometric N10.5-5AI0.5+5 alloy the constitutional 
defects must be either antisite atoms NiAl (8 < 0), or vacancies VNi 

{6 > 0). The corresponding concentrations are xc
M- = -8 and xt, = 

28. Al VN
' 
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Thermal disorder appears in the form of composition-conserving re- 
actions, Eq. (5). Any of these reactions can be associated with a certain 
direction in the domain of possible defect concentrations. Thus, with 
increasing temperature, the equilibrium state of the alloy will follow a 
certain trajectory. At low temperatures the trajectory goes in the easiest 
compliance direction along which the effective formation energy 

E& = J-^4    .     (<^CD) (11) 

of the corresponding CD (primary thermal defect) is minimal. Note, 
however, that at high temperatures the trajectory may deviate from its 
initial direction. 

It is the exact result for non-interacting defects, that the easiest com- 
pliance direction coincides with an edge of the domain where one has 
two non-zero concentrations of thermal point defects. Therefore, the 
primary thermal defect involves only two types of point defects. 

There are four composition-conserving defects consisting of two types 
of point defects which may become primary thermal defects in a binary 
alloy of any composition including the defect-free stoichiometric alloy: 

(X): Exchange-antisite defect, 0 —>• BA + AB; 

(MV): Multivacancy or Schottky defect, 0 -¥ TUAVA + ^BVB; 

(MA): Multiple defect of type A, 0 ->■ TUVA + TUB AB; 

(MB): Multiple defect of type B, 0 ->■ mVß + TUABA- 

The presence of the constitutional defects in the A-rich or B-rich off- 
stoichiometric alloys gives an additional possibility to satisfy Eq. (4) by 
replacing the constitutional antisites by vacancies and vice versa. Since 
the formation of such a defect may be viewed as a transition of the alloy 
from the stable to the unstable branch, we will call it an interbranch 
defect: 

(IA±): Interbranch A, TUAAB V^ rnVs; 
(IB±): Interbranch B, TUBBA ^ TUVA- 

Here we consider two limiting cases: nearly stoichiometric alloy, xd <C 
xd <C 1, and concentrated off-stoichiometric (A-rich or B-rich) alloy, 
xd ^ xd ^ 1- The effective formation energy may be evaluated as 
follows: 

£CD = ECD/PM)    , (12) 

where the primed sum does not include the constitutional defects in the 
case of concentrated off-stoichiometric alloys. 

The results for the stoichiometric, A-rich, and B-rich alloys are plotted 
in Fig. 3b-d. Each field in the corresponding map denotes the range of 
the ZA and ZB parameters for which the given composition-conserving 
defect dominates at low temperatures. 
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Figure 3 (a) Two-dimensional map of constitutional defects. Each field is labeled 
by the pair of the constitutional defects (in parentheses) corresponding to B-rich 
and A-rich regions, respectively. Maps of primary thermal defects in the stoichio- 
metnc (b), A-rich (c), and B-rich (d) alloys. Each field is labeled by the name 
of the composition-conserving defect which dominates at low temperatures The 
point coordinates (zAzB)*ce as follows: 0(0,0); L{-m-\m-^. N(m^,-m^); 
P(mA .mj); %"%-'); Ki^m"1); K2(1,0); K3(m-1,0); and KJO.l). The 
triangle corresponds to B2 NiAl (A=Ni, B=A1). 
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In the case of NiAl, we find that the MA (triple) defect, 0 ->• 2Vm + 
NiAh dominates in the stoichiometric and Ni-rich NiAl, whereas the IB- 
(interbranch Al) defect, 2V/v; -> Alxi is the primary thermal defect in 
Al-rich NiAl. At high temperatures, however, the triple defect becomes 
dominant also in Al-rich NiAl [5]. 

While a triple defect produces three point defects thereby increasing 
the vacancy concentration, an interbranch defect brings totally -1 point 
defect into the system and decreases the concentration of vacancies. Due 
to the competition between the triple and interbranch Al defects in the 
Al-rich NiAl, the equilibrium vacancy concentration decreases with in- 
creasing temperature up to a certain limit, but at higher temperatures 
the vacancy concentration starts to increase because the triple defect 
becomes dominant. As a result, a minimum appears in the temperature 
dependence of the equilibrium vacancy concentration [20, 5, 18]. 

SUMMARY 
We have used the order-iV LSGF method in conjunction with an 

electrostatic multipole correction to the atomic sphere approximation, 
ASA+M, to calculate the vacancy formation energies in the 3d, Ad, and 
5d transition and noble metals. The results are in excellent agreement 
with the available full-potential calculations and with experiment. The 
method has also been applied to calculate the formation energies of na- 
tive point defects in B2 NiAl. 

By means of geometrical analysis of the Wagner-Schottky model, we 
have shown that the type of constitutional and thermal disorder in a 
binary compound is completely determined by two parameters that are 
certain dimensionless combinations of the point defect energies. These 
parameters are used to construct two-dimensional maps of possible types 
of disorder for different compositional regions of the compound. The 
types of thermal disorder in NiAl are characterized. 
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ABSTRACT 
We present recent Monte Carlo results on surfaces of bcc-structured binary alloys 

which undergo an order-disorder phase transformation in the bulk. In particular, we 
discuss surface order and surface induced disorder at the bulk transition between the 
ordered (DO3) phase and the disordered (A2) phase. An intricate interplay between 
different ordering and segregation phenomena leads to a complex surface behavior, 
which depends on the orientation of the surface under consideration. 
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INTRODUCTION 

The structure and composition of alloys at external surfaces and in- 
ternal interfaces often differs significantly from that in the bulk. In most 
cases, this refers only to very few top layers at the surface, over a thick- 
ness of order 1 nm. In the vicinity of a bulk phase transition, however, 
the thickness of the altered surface region can grow to reach mesoscopic 
dimensions, of order 10-100 nm. If the bulk transition is second order, 
for example, the thickness of the surface region is controlled by the bulk 
correlation length, which diverges close to the critical pointfl]. Close to 
first order bulk transitions, mesoscopic wetting layers may form[2]. 

While these various surface phenomena are fairly well understood in 
simple systems, such as surfaces of liquid mixtures against the wall of 
a container, the situation in alloys is complicated due to the interplay 
between the local structure, the order and the composition profiles. In 
alloys which undergo an order/disorder transition, for example, the sur- 
face segregation of one alloy component can induce surface order[3, 4, 5] 
or partial surface order[6, 7] at surfaces which are less symmetric than 
the bulk lattice with respect to the ordered phase. Even more subtle 
effects can lead to surface order at fully symmetric surfaces[8, 9, 10, 11]. 
Furthermore, different types of order may be present in such alloys[12], 
which can interact in a way to affect the wetting behavior significantly 
[14, 15]. 

In this contribution, we discuss a situation where such an interplay of 
segregation and different types of ordering leads to a rather intriguing 
surface behavior: Surface induced disorder in a binary (AB) alloy on 
a body centered cubic (bcc) lattice close to the first order bulk tran- 
sition between the ordered D03 phase and the disordered bulk phase. 
Surface induced disorder is a wetting phenomenon, which can be ob- 
served when the bulk is ordered and the surface reduces the degree of 
ordering - usually due to the reduced number of interacting neighbors 
[13, 16, 17]. A disordered layer may then nucleate at the surface, which 
grows logarithmically as the bulk transition is approached. According to 
the theoretical picture, the surface behavior is driven by the depinning 
of the interface between the disordered surface layer and the ordered 
bulk. 

MONTE CARLO SIMULATIONS 

In order to study the validity of this picture, we consider a very ide- 
alized minimal model of a bcc alloy with a D03 phase:   The alloy is 
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(a)   A2 (b) B2 (c) DO 

Figure 1    Ordered phases on the bcc lattice: (a) disordered A2 structure, (b) ordered 
B2 and (c) DO3 structure. Also shown is assignment of sublattices a, b, c and d. 

F—^ 

kBT/V 2 

A2 

tcp  \    cep 

1 

0 

Figure 2 Phase diagram in the T - H plane. First order transitions are solid lines 
second order transitions dashed lines. Arrows indicate positions of a critical end point 

(cep) and a tricritical point (tcp). 
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mapped on an Ising model on the bcc lattice with negative nearest and 
next nearest neighbor interactions. The Hamiltonian of the system then 
reads 

U = V'ESiSj + aVY, SiSj -Hj^Si, (1) 
to) (to)) 

where Ising variables 5 = 1 represent A atoms, S = -1 B atoms, the 
sum (ij) runs over nearest neighbor pairs, ((ij)) over next nearest neigh- 
bor pairs, and the field H is the appropriate combination of chemical 
potentials fiA and fiB driving the total concentration c of A in the alloy, 
(c=«S) + l)/2). 

The phases exhibited by this model are shown in Figure 1 In the 
disordered (A2) phase, the A and B particles are distributed evenly 
among all lattice sites. In the ordered B2 and D03 phases, they arrange 
themselves as to form a superlattice on the bcc lattice. The parameter 
a was chosen a = 0.457, such that the highest temperature at which a 
D03 phase can still exist is roughly half the highest temperature of the 
B2 phase, like in the experimental case of FeAl. The resulting phase 
diagram is shown in Figure 2. 

In order to characterize the ordered phases, it is useful to divide the 
bcc lattice into four face centered cubic (fee) sublattices as indicated on 
Figure 1, and to define the order parameters 

fa   =    ((S)a + (S)b-(S)c-(S)d)/2 
^2   =    ((S)a-(S)b+(S)c-(S)d)/2 (2) 
fa   -    ((S)a-(S)b-(S)c + (S)d)/2, 

where (S)a is the average spin on the sublattice a. In the disordered 
phase, all sublattice compositions are equal and all order parameters 
vanish as a consequence. The B2 phase is characterized by fa ^ 0 and 
the D03 phase by fa ^ 0 and fa = ±fa ^ 0. The two dimensional 
vector (fa, fa) is thus an order parameter for D03 ordering, and the 
latter can be characterized conveniently in terms of its absolute value. 

V>23 = ^J(fa2 + fa2)/2. (3) 

We have studied free (110) and (100) surfaces of this model at the 
temperature T = lkBT/V in the D03 phase close to the transition to the 
disordered phase. To this end, we have first located the transition point 
very accurately by thermodynamic integration[18], H0/V = 10.00771 [1]. 
We have then performed extensive Monte Carlo simulations of slabs each 
100-200 layers thick, with free boundary conditions at the two confining 
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(110) or (100) planes, and periodic boundary conditions in the remaining 
directions. 

In all of our simulations, the average value of the Ising variable in the 
top layer was one, i.e., the top layer was completely filled with A atoms. 
Having stated this, we shall disregard this layer in the following and 
discuss the structure starting from the next layer underneath the surface. 
The layer order parameters ipi(n) and the layer compositions c(n) can 
be determined in a straightforward manner for (110) layers, since they 
contain sites from all sublattices. In the case of the (100) layers, it is 
useful to dehne c and the tpi based on the sublattice occupancies on two 
subsequent layers. 

Fig. 3 shows the calculated profiles for two choices of H close to 
the transition. One clearly observes the formation of a disordered film 
at the surface, which increases in thickness as the transition point is 
approached. The film is characterized by low order parameters V>i and 
■023, and by a slightly increased concentration c of A sites. The structure 
very close to the surface depends on its orientation: The composition 
profiles display some characteristic oscillations at a (110) surface, and 
grow monotonously at a (100) surface. The order ^23 drops to zero. The 
order ipi drops to zero at the (110) surface, and at the (100) surface, it 
changes sign and increases again in the outmost two layers. The latter 
is precisely an example of the segregation induced ordering mentioned 
earlier[3, 4, 5]. 

We can thus distinguish between two interesting regions in these pro- 
files: The near-surface region, where the properties of the profiles still 
reflect the peculiarities of the surface, and the interfacial region, where 
the profiles are determined from the properties of the interface separat- 
ing the disordered surface film from the ordered bulk. 

The structure of the profiles in the interfacial region is basically de- 
termined by the fluctuations of the interface, which are characterized by 
a transverse correlation length £||. The latter is in turn driven by the 
thickness of the film and the interfacial tension a or, more precisely, by 
a rescaled dimensionless interfacial tension 

1/w = Antfa/kBT, (4) 

with the bulk correlation length &. The renormalization group the- 
ory of critical wetting[2], which should apply here[16], predicts that the 
transverse correlation length diverges according to a power law 

£ii a 4=(ffo - #n> (5) 
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as H0 is approached, with the exponent v\\ = 1/2. With this knowledge, 
one can calculate the effective width of the order parameter profiles, 
f-L ^ \/-wln(#o - H), the profiles of layer susceptibilities etc. We have 
examined these carefully at the (110) interface and the (100) interface, 
both for the order parameters fa and fa3, and we could fit everything 
nicely into the theoretical picture. Our further discussion here shall 
focus on the near-surface region. 

Assuming that the order in the near-surface region is still determined 
by the fluctuations of the interface, the theory of critical wetting predicts 
a power law behavior 

&*,i <x (Ho - H)h (6) 

(110) surface (100) surface 

> H=10.007 
► H=10.003 

10      20      30      40      50      60      70      80 
Layer 

Figure 3 Profiles of the total concentration (top) and order parameters fa (bottom, 
circles) and fa3 (bottom, squares) at the (110) surface (left) and at the (100) surface 
(right) for different fields H in units of V as indicated. 

for   value   ^)a, 1 of the order parameter fa  directly at the surface, 
regardless of the structure of the surface. Figure 4 shows that, indeed, 
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the surface order parameter -023,1 decays according to a power law at 
both the (110) and the (100) surface, with the same exponent and the 
exponent is in both cases identical within the error, ßi = 0.618. Fur- 
thermore, we notice strong finite size effects close to the HQ. Since these 
are asymptotically driven by the ratio (£/£||)> they can be exploited to 
determine the behavior of £|| as the phase transition is approached, i.e., 
the exponent v\\. The finite size scaling analysis yields v\\ = 1/2[19], in 
agreement with the theory. 

(110) surface (100) surface 

,--  0.1 

0.01 

/ ° 
/o 

: 

Slope: 0.801 [4] 
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. 72-72-172 
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0.001 0.01 
(H0-H)/V 

0.1 0.001 0.01 
(H0-H)/V 

0.1 

Figure 4 ' Order parameter ">23 at the surface at the (110) surface (left) and the (100) 
surface (right) vs. (H0 - H)/V for different system sizes L x L x D as indicated. Solid 
line shows power law with exponent ß\ = 0.618. 

The profiles of -023 thus seem entirely determined by the depinning of 
the interface, in agreement with the standard theory of critical wetting. 
The situation is however different when one looks at the other order 
parameter, ip\. This is not particularly surprising in the case of the (100) 
surface. We have already noted that this surface breaks the symmetry 
with respect to the i^i ordering, hence the segregation of A particles to 
the top layer induces additional ^i order at the surface (Figure 5). The 
(110) surface, on the other hand, is not symmetry breaking. The order 
•01 decays at the surface, yet with an exponent ß\ = 0.801 which differs 
from that observed for ^23 (Figure 6). Even more unexpected, the finite 
size effects cannot be analyzed consistently with the assumption that 
the transverse correlation length diverges with the exponent z/|| = 1/2, 
but rather suggest v\\ = 0.7 ± 0.05.  The order parameter fluctuations 
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of i>x at the surface seem to be driven by a length scale which diverges 
at H0 with an exponent different from that given by the capillary wave 
fluctuations of the depinning interface. 

A 0.1 

0.01 

Layers (0 1) 
Layers (1 2) 
Layers (2 3) 

A—A Layers (3 4) 
-< Layers (4 5) 

0.001 0.01 
(H0-H)/V 

Figure 5   Order parameter fr in the first layers underneath the (100) surface vs. 
(Ho — H)/V . 

SUMMARY 

To summarize, we have seen that the phenomenology of surface in- 
duced disorder in a relatively simple bcc alloy with just two coupled types 
of ordering is much more complex than predicted by the standard theory 
of surface induced disorder and critical wetting. Looking at our profiles, 
we were able to distinguish between two regions, the near-surface region 
and the interfacial regions. In the situations studied in our simulations, 
it seemed that these regions could be well separated from each other. 
Some rapid variations of the profiles in the near-surface region, are fol- 
lowed by smooth changes in the interfacial region. The local surface 
structure affects the total composition profile relatively strongly, and 
has practically no influence on the profile of the D03 order, ip23- In the 
case of the B2 order, ^ the situation is more intriguing. The symme- 
try breaking (100) surface induces local order in the near-surface region 
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Figure 6   Order parameter ipi at the (110) surface vs. {H0-H)/V for different system 
sizes L x L x D as indicated. Solid line shows power law with exponent ßi = 0.801. 

which apparently does not couple to the interface. At the non-symmetry 
breaking (110) surface, i>\ was found to exhibit qualitatively new and 
unexpected power law behavior as the wetting transition is approached. 

The last observation clearly requires further exploration in the future. 
The picture will be even more complex in situations where the near- 
surface profiles and the interfacial profiles cannot be separated any more. 
We expect that this could be the case, e.g., at (111) surfaces, which break 
the symmetry with respect to both B2 and D03 ordering. 
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ABSTRACT 

The high-accuracy ring approximation elaborated in [R. V. Chepulskii and V. N. 
Bugaev, J. Phys. Condens. Matter 10, 7309;' 7327 (1998)] by use of the thermody- 
namic fluctuation method in the context of the modified thermodynamic perturbation 
theory as applied to the lattice gas model is generalized for calculation of the short- 
range order (SRO) parameters and their Fourier transform in disordered binary alloys 
with many-body atomic interactions of arbitrary order and effective radius of action. 
On the basis of the comparison with the Monte Carlo simulation data, the numerical 
accuracy of the derived approximation is studied. It is demonstrated that the tem- 
perature dependence of a position in reciprocal space of the SRO Fourier transform's 
maximums is correctly described within this approximation. 

INTRODUCTION 

In [1], a number of analytical approximations were elaborated for 
calculation of the short-range order (SRO) parameters and their Fourier 
transform in disordered (i.e. without a long-range order) binary alloys 
with a Bravais crystal lattice and with many-body atomic interactions 
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of arbitrary orders and effective radius of action. To achieve this aim, 
the Krivoglaz approach [2] based on application of the thermodynamic 
fluctuation method within the mean-field approximation was used. From 
the all obtained approximations, the generalized spherical model one 
yielded the highest numerical accuracy of results. 

However, within the spherical model approximation it is impossible 
to describe the phenomenon of temperature dependence of a position 
in reciprocal space of the SRO Fourier transform's maximum in case of 
temperature independent atomic interactions. The presence of nonpair 
atomic interactions has no effect on this conclusion [1]. Thus, the use of 
this approximation is not adequate when the denoted phenomenon takes 
place, as, e.g., in Pd-V [3, 4], Cu-Au, Cu-Pd [5]-[9] as well as Pt-V [10]- 
[12] alloys and in a binary Madelung lattice [4, 13]. 

In case of absence of nonpair atomic interactions in alloy, the denoted 
temperature dependence can be correctly (see [4]) described using the 
ring approximation, derived by use of the thermodynamic fluctuation 
method within the first order of a modified thermodynamic perturbation 
theory under the choice of the inverse effective number of atoms inter- 
acting with one fixed atom as a small parameter of expansion [14, 15]. 
For such description to be correct also in case of alloys with nonpair 
atomic interactions (such as Cu-Au and Cu-Pd ones [5]-[7]), it seems to 
be useful to generalize the ring approximation to this case. The present 
paper is devoted to the performance of such generalization. 

THEORY 

In general, in the framework of the lattice gas model, the Hamiltonian 
H of a two-component A-B alloy with a Bravais crystal lattice and with 
many-body atomic interactions of arbitrary orders and radius of action 
can be written in the following form [1] 

H = Nv0 + J2n=l h ER!,R2 Rn ^R",R2,...,RnCRiCR2 • • • CKn = 
= Nv0 + ERV^CR+ 1 £RI,R2 <R2CRlCR2+ (1) 

+ 6 ER1,R2,R3 ^R^RJ.RSCRICR^CRS -(- . . . . 

In Eq. (1): v0 is the energy per site of "alloy" in which all N sites are 

occupied by B-type atoms, Vp^R2 Rn is the mixing potential of n-th 
order (n=l,2,.. .,7V), CR takes the values 1 or 0 depending on whether 
the site R is occupied by an A- or B-type atom, the summations on the 
vectors R, Rlt R2,..., RN are carried over all crystal lattice sites. The 
expression for the grand thermodynamic potential Q of the system in 
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question may be presented in the following form [16]: 

ft = ft0-JfcBT In Ar + Aft, (2) 

where 

AQ = -kBT]n( exp 

ft0 = N (v0 - HB) , (3) 

N 

^        '""' c ,c ,...c 
n!        ^—' i'   2'-'   » 

« = 2 1,     ],...,     n 

fcBT^n!        ^ i.  2,-,   n      i-  2 

(4) 

^n)R       R    ={   V^+^'R« 'ifn=2    , (5) 
RllR2,.,Rn      \v^K2_Kn ,ifn>2 U 

// = 2(4
1)
-/XA + ^B), (6) 

//A and /iß are the chemical potentials of A- and B-type atoms, respec- 
tively, T is the absolute temperature, &B is the Boltzmann constant, the 
sign (...) means the statistical average over all states with given values 
of the long-range order parameters, ^R^RJ is the Kronecker's delta, 

lnAr = -£[PRlnfh + (l-PR)ln(l-PR)], (7) 
R 

PR = (CR) (8) 

and is equal to the probability of finding an A-type atom at the site 
R. Notice that the values of the chemical potentials //A and fi^ and, 
therefore [see (6)], the value of// must satisfy the general thermodynamic 
relationships 

PR = (CR) (9) 

and is equal to the probability of finding an A-type atom at the site 
R. Notice that the values of the chemical potentials fj,A and ^B and, 
therefore [see (6)], the value of \i must satisfy the general thermodynamic 
relationships 

(NA) = - (dQ/dfiA)T ,    (NB) = - (dQ/dnBh • (10) 

According to the general approach of the thermodynamic perturba- 
tion theory [14]-[19], the expression (4) for Aft can be expanded in a 
cumulant series in powers of the inverse temperature. Following to the 
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generalized Brout's approach [17, 16], let us select the contributions £2zero 
and firing to the cumulant expansion from the summands proportional, 
respectively, to zeroth and first powers of the quantity z_1 with z being 
equal to the effective number of atoms interacting with one fixed atom: 

a. fio+E ^       E       ^RuR,,..,RnP^Pn2...PRn-kBTlnAr, 
n=l     ' R1,R2,...,Rn 

^ring — 

where 

kBT 

2   ^n(-kBT)n
RuR^Rn 

(11) 

/ ^        f     u    rp\n 2-*i yRl-R2/R.2-R-3  ' ' * /Rn-R-1 1 

(12) 

N-2 

/R!-RJ=PR,(1-PR,)£      £ 
Jtv 4 f XVQ t • • •) XV i 

PR,
I
PR

2---
F

R;H,(2+/) 

/! Rt»R?JRI lAoi'")'*'! 

(13) 

In the case of the disordered state of alloy, when FR, — c — N^/N for 
any R, we have 

fi7 IP =c 

fio + Ar|^ + E^o,o,..,o + ^r[Clnc+(l-c)ln(l-c)]|, 

(14) 

Q 

where 

ring \P   —c- 

N-2 

kBT £ In 1+££rW> 

n=0 

(15) 

Üeff - V — y(2+n)      - V{2) 4- ri/(3) 4- — F(4)    4- riß^ vk    -  Z^  n! Kk,0,0,...,0 - ^k     + cvk,0 + Y   k-°'°      " ' '' ^     ' 

V » 
1.    ]     n-l 

/        n-l > 

, exp j —j >    k,R, E    ^ .-1.O«PHI>R'-I      (17) 
1I     2i--i     n-l 

is the Fourier transform of the n-th order mixing potential and each 
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summation on wave vector is carried over all the points specified by the 
cyclic boundary conditions in the corresponding first Brillouin zone. 

Applying the thermodynamic fluctuation method [1, 2],[14]-[19] to 
the expressions for ClzeTO and f2zero + ^ring and using (10), we obtain, 
respectively, the two following approximate expressions 

(18) 4M i+c-^(, + vf) 

a™* = 1 + 

kBT 

c(l-c), -i-i 

kBT in+vf+vrs) (19) 

for the Fourier transform a^ of the SRO Warren-Cowley parameters OR 

<*k = I>RexpHkR), (20) 
R 

«RI-R2 = ((CRlCR2) - c2) [c(l - c)]-1 (21) 

In (19) 

^k 

c(l—c)ip 

N-l 

3) 

„<") (3) c(l-c)V
vv _  /2+(l-2c)y^'_   -<p' „(2) 

2kBT 

+2c(l-c)(l-2c)V
(2)

V
(3) _  +(l-2c)2

V
(2)v(22 

lW2)c(l-c)/(kBT) nV'l c(l-c)/(kBT) 

(22) 

and, taking into account only pair, triplet and quadruple atomic inter- 
actions, 

(3)  -n(?L+cvw 
= K 1/(4) 

(3) 

I 

ki,k2,0' (23) 

^ki,k2,k3 — Kki,k2,k3
- 

In both expressions (18) and (19), p, is the quantity to be found from 
the equation 

N-lY.a* = l (24) 
q 

at substitution of the corresponding function «k- 
The expression (18) corresponds to the generalized spherical model 

approximation derived in [1]. The expression (19) is a generalization of 
the ring approximation [14] to this case of alloys with nonpair atomic 
interactions. In analogy, we shall call this approximation the generalized 
ring one.   Note that such name of the approximation is in accordance 
with the topology of the diagrams corresponding to f2ring within the 
diagram technique developed in [16]. 
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INSTABILITY WAVE VECTORS 

Within the mean-field approximation, as it follows from the corre- 
sponding expression for the critical temperature Tc of the order-disorder 
phase transition in alloy with only pair atomic interactions: 

kBTc = -c (1 - c) min Vk
{2) = -c (1 - c) vff, (25) 

one should investigate the minima of the Fourier transform V^ of the 
pair mixing potential, if one wants to find the instability wave vector k0 

[18]-[20]. Because the positions of the maxima of the Fourier transform 
ak of the SRO parameters correspond to the instability wave vectors 
when the temperature approaches its critical value, the above conclusion 
may be achieved from the following mean-field like Krivoglaz-Clapp- 
Moss formula [2, 21] 

ak = A 1 + ^> (26) 

(A is a normalization factor), which is characterized by the coincidence 
of the positions of the maxima of ak with the positions of the minima 
of Vk in the reciprocal space at arbitrary values of the concentration 
and temperature. 

In case of presence of nonpair atomic interactions in an alloy, the 
expressions 

kBTc = -c (1 - c) min Vf = -c (1 - c) Fkf (27) 

(see [1]) and (18) are the analogies of (25) and (26), respectively. There- 

fore, in this case, the function Vk
eff plays the role of Vk

{2\ and the minima 

of Fk
eff rather than of Vk

(2) should be investigated if one wants to find the 
instability wave vectors within the mean-field approximation. Note that 
the information concerning the topology of the function V^ is also useful 
for prediction of a high temperature behavior of the SRO Fourier trans- 
form, because, at high temperatures, the generalized spherical model 
approximation (18) demonstrates the high numerical accuracy of results 
[14]. 

From the corresponding expressions (19)-(24), it follows that, within 
the generalized ring approximation, the positions of the maxima of ak 

may not coincide with the positions of the minima of Fk
eff in the recipro- 

cal space. Thus, within this approximation, even in case of temperature 
independent atomic interactions, the description of the temperature de- 
pendence of a position in reciprocal space of the SRO Fourier transform's 
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maximum in principle is possible , in contrast to the generalized spher- 
ical model approximation. To verify such possibility, we consider the 
case of Ni-V alloy in the next section. 

CASE OF NI-V ALLOY 

The parameters of atomic interactions for this alloy were calculated 
within the Connolly-Williams method in [22]. By use of these parame- 
ters, we investigated the behavior of the Fourier transform of the SRO 
parameters in cases of NißV (c=0.25) and NiV (c=0.50) disordered al- 
loys within the generalized spherical model (18) and ring (19) approxi- 
mations. The obtained results are presented in Fig. 1. 

From Fig. 1, it follows that, in the case of Ni3V (c=0.25) alloy, 
the SRO Fourier transforms c*k as calculated within both the general- 
ized spherical model and ring approximations have the absolute maxima 
in W(1,^,0) point. (We present the decart coordinates of points in a 
reciprocal space in units of ^, where a is the lattice parameter). 

In the case of NiV (c=0.50) alloy, the SRO Fourier transforms a^ as 
calculated within the generalized spherical model and ring approxima- 
tions have the absolute maxima in different points: in X(1,0,0) and 
in a non-high symmetry point belonging to the high-symmetry line 
E(-^=,-^j=,0), respectively. Note that the results presented in Fig. 1 

obtained within the generalized ring approximation in the case of NiV 
(c=0.50) alloy correspond to comparatively low temperatures. At suffi- 
ciently high temperatures, the results obtained within both the general- 
ized spherical model and ring approximations are identical in accordance 
with the high numerical accuracy of the generalized spherical model ap- 
proximation at high temperatures [1]. 

CONCLUSIONS 

From a comparison of the data presented in Fig. 1 and those obtained 
in [23], it follows that the results obtained within the generalized ring 
approximation is in agreement with that of the Monte Carlo simulation 
in both considered cases, in contrast to those obtained within the gener- 
alized spherical model approximation. Thus, within the generalized ring 
approximation, the description of the temperature dependence of a po- 
sition in reciprocal space of the SRO Fourier transform's maximum for 
temperature independent atomic interactions is really possible and cor- 
rect. Note that the knowledge of the correct position of such maximum 
when the temperature approaches its critical value is helpful for deter- 
mination of the long-range order superstructure appearing as a result of 
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F.gure 1. The dependencies of the Fourier transform of the SRO parameters with 
respect to the wave vector within the plane (h,k,0) in the corresponding first 

S ZuuZr,Ca,CU,ated Withi"the generaIized spherical model (17) (SM) and 
ring (18) (RING) approximations in the cases of Ni3V and NiV alloys. 
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order-disorder phase transition, because the position of this maximum 
characterizes one of such superstructure wave vectors [18]-[20]. 

It should be noted that, within both the generalized spherical model 
and ring approximations, the effective radius of atomic interactions in 
alloy is not limited a priori (in contrast to the widely used Monte 
Carlo and cluster-variation methods), because only the Fourier trans- 
forms of the mixing potentials appear in the corresponding expressions 
(18)-(24). Moreover, it is revealed [1, 16] that the numerical accu- 
racies of these approximations turn higher with increasing such effec- 
tive radius. Thus, the generalized spherical model and ring approxi- 
mations may be recommended for a description of actual alloys with 
a long-range character of atomic interactions caused, for example, by 
the strain-induced (elastic) effects. Note that, within the high-accuracy 
Tokar-Masanskii-Grishchenko approximation [24, 25] based on applica- 
tion of the 7-expansion method [26], it is possible to take into account 
long-range contributions of only the pair interatomic potentials, whereas 
the nonpair atomic interactions are not taken into account within this 
approximation at all. As shown in [16], the generalized spherical model 
and ring approximations can be readily applied in combination with such 
widely used approaches for calculation of interatomic potentials in alloys 
as the generalized perturbation [27]-[30] and Connolly-Williams [31]-[32] 
methods as well as the mean-field concentration functional theory [33]- 
[35]. 

The other important advantage of the generalized spherical model and 
ring approximations is the ability to calculate the Fourier-transform of 
the SRO parameters directly, without neglecting the values of these pa- 
rameters for coordination shells with large radius, as is done within the 
Monte Carlo and cluster-variation methods. It is especially important 
in the case of alloys with long-range atomic interactions and/or of al- 
loys whose temperature is close to the order-disorder phase transition 
temperature (due to the corresponding increase of the effective radius of 
interatomic correlations). In [16], it is revealed that the above-mentioned 
neglection may result in a wrong description of the SRO Fourier trans- 
form in the vicinity of the origin of the reciprocal space. Within the 
generalized spherical model and ring approximations, through the inte- 
gration of the SRO Fourier-transform over the first Brillouin zone, it is 
possible to calculate the SRO parameter for an arbitrary given coordi- 
nation shell as well. 
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ABSTRACT 

Pyrochlore oxides, A2B2O7 , are superstructures based upon a fluorite-type (Cl) 
arrangement of ions. Usually the B cation is tetravalent, and A is a larger trivalent ion. 
These species are ordered among the 8-coordinated interstices in the simple cubic anion 
array. To achieve charge balance, one-eight of the anions in the parent fluorite array are 
omitted in an ordered fashion such that only six anions coordinate B. The nearest-neighbor 
oxygen ion to the vacant anion site is displaced from its ideal location and relaxes toward 
the vacancy. The driving force for the ordering that creates the pyrochlore superstructure is 
believed to be the size difference between the A and B cations. Some, but not all, 
pyrochlores disorder when heated to very high temperature (usually above 2000° C). It has 
recently been observed that substitution of a larger tetravalent cation in solid solution in the 
B site, A2(ByBI.y)207, will progressively drive the system toward disorder to a 
non-stoichiometric fluorite structure which lacks long-range order. 

Details of the atomic arrangements that accompany chemically-driven disorder in a 
number of pyrochlore solid solutions were determined through Rietveld analyses of neutron 
and X-ray powder diffraction patterns. Results have been obtained for solid solutions with 
A = Y and pair-wise substitution of Zr, Sn or Ti in the B site. One would anticipate the rates 
of disorder in the cation and anion arrays to be coupled through Coulombic interactions. 
Remarkably, anion and cation arrays disorder at independent rates in all systems. The 
(Sn-Ti) solid solutions displayed little disorder despite appreciable overlap in the range of 
radius ratio RA/RB with that of other systems. Thermally-induced disorder was examined 
with in-situ diffraction measurements at temperatures up to 1500° C and revealed behavior 
similar to the effects induced by solid solution. 
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INTRODUCTION 

The pyrochlores, A2B207, constitute a large family of ceramic oxides with a 
remarkable range of physical properties: catalytic activity, electro-optic and piezoelectric 
behavior, ferro and ferrimagnetism, and giant magnetoresistance. Our interest in the 
materials is based in part on their electrical behavior. This can be metallic, semiconducting 
or ionic, depending on composition and doping. It has been suggested1 that a monolithic 
fuel cell might be fabricated from a single pyrochlore composition appropriately doped to 
have electronically-conducting electrode regions separated by an electrolyte region that is an 
oxygen fast ion conductor. Mechanical and chemical compatibility of cathode, electrolyte, 
and anode would be assured as a consequence of their consisting of same oxide. 

A second and more fundamental reason for our interest in the pyrochlore oxides is 
the fact that some materials with this structure type undergo disorder transformations that 
involve both the cation and anion arrays. We are aware of no other structure type for an 
oxide that displays such behavior. It has recently been found that the disordering process 
may be driven chemically through alloying with a cation species that reduces the difference 
in average size of the cations that constitute the A and B atoms in the generalized formula. 
We describe in the present paper the results of some recent studies of the structural nature 
of this disorder process. Remarkably, it is found that in an ionic system the disorder 
process proceeds independently in the anion and cation arrays in spite of the fact that one 
might intuitively expect coupling of the state of disorder in the oppositely-charged arrays. 

Some pyrochlore oxides, but not all, have been shown to disorder at elevated 
temperatures. In the present work we also provide a brief description of the first in situ 
studies of the changes in atomic arrangement as a function of temperature up to 1500° C. 
The disorder processes in the cation and anion arrays are, again, found to take place at 
independent rates. 

THE PYROCHLORE STRUCTURE TYPE 

A discussion of the disorder processes in the present systems requires familiarity 
with the nature of the pyrochlore structure. The prototype phase that gives its name to the 
structure type is a mineral2 with idealized composition (Ca,Na)2(Nb,Ta)206 (0,OH,F). A 
much greater variety of cations is commonly found to be incorporated in solid solution in 
specimens that occur in nature. The prototype mineral is a II-V compound; phases may be 
synthesized in which A2+ is a species such as Ca, Ag or Cd, and B5+ is Nb, Ta, or Sb. The 
majority of known pyrochlore oxides, however, and those that are examined in the present 
study, are DI-IV phases in which A is a trivalent ion, usually the larger of the two cation 
species, and B is a smaller tetravalent species. 

The pyrochlore structure is a superstructure with a lattice constant equal to twice 
that of a parent M02 arrangement of ions. The latter configuration of ions, known as the 
fluorite structure type (also referred to, for alloys, as the Cl structure), is a face-centered 
cubic array of M4+ within which anions are situated in all of the available tetrahedral 
interstices, Fig. la. Each cation is coordinated by a regular cube of anions; the cubes are 
linked by the sharing of edges. The anion arrangement may be viewed as a primitive cubic 
array within which cations occupy alternate cubes. 

The pyrochlore superstructure, space group Fd3m, is derived from the fluorite 
arrangement. The A3+ and B4+ ions order among the cation sites in the fluorite arrangement 
such that rows of each cation species alternate along <110> directions, Fig. lb. If the 
origin of the cell is placed at an A3+,_this cation occupies position 16c 3 m 000 in the space 
group; B4+ occupies position \6d 3m 1/2 1/2 1/2. Charge compensation is achieved by 
ordered omission of anions from 1/8 of the sites that would be occupied in an ideal 
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fluorite-type structure. The A3+ cation remains coordinated by eight O2" ions, but only six 
anions surround B4+, Fig. lc. Two crystallographically-independent anions are present in 
the structure. A first, designated 0(1), occupies position Wfmmx 1/8 1/8 of the space 
group. A second ion, designated 0(2), is situated in position 8a 4 3w 3/8 3/8 3/8 . The 
oxygen ion missing from an ideal fluorite-like structure would occur at position 8b 4 3m 1/8 
1/8 1/8. This anion site is indicated in Fig. 1 by a small cross. If the variable coordinate, x, 
of 0(1) was precisely equal to 3/8 the oxygen ions in the pyrochlore structure would 
constitute the regular cubic array that occurs in the fluorite structure-type. Instead, x is 
usually greater than 0.375. This represents a distortion whereby 0(1) relaxes towards the 
"vacant" 0(3) position. The relaxation undoubtedly occurs, at least in part, as a 
consequence of the absence of a repulsive interaction with the oxygen ion that would 
occupy the 0(3) position in an ideal fluorite-like arrangement of anions. It should be noted, 
however, that the smaller B4+ cations are located between 0(1) and the vacant site. The 
larger bond distance between A3+ and O(l) relative to the interionic separation of B4+ and 
0(1) will also contribute to displacement of O(l) towards the unoccupied anion position. 

STABILITY FIELD OF THE PYROCHLORE STRUCTURE TYPE 

„3-5 In the early 1970's a number of workers'1""1 synthesized series of pseudo-binary 
pyrochlores in which a specific B4+ ion, (such as Sn4+, Ti4+, or Hf*+) was combined with a 
series of trivalent cation species of different radii. The latter included the lanthanide 
elements and other trivalent ions such as Y3+, Tl3+, or Bi3+. These studies provided insight 
into the driving forces for ordering in the pyrochlore structure type. When the existence of 
a pyrochlore phase was plotted in a field defined by the radius of the A3+ ion along a 
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0(2) in 8« 

+       0(3) in 81) 
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(a) (b) (C) 
Figure 1. Projections along a3 of the cell contents of the fluorite structure type and the ordered pyrochlore 
superstructure, (a) Projection of the cell contents for 0 < z Sl/4 for the fluorite (Cl) structure type. Cations in 
a fee arrangment are coordinated by a regular tetrahedron of anions. (b) Projection of the contents of the 
pyrochlore cell for 0<z<l/8 showing the ordering scheme for the tetrahedrally-coordinated cations. Note the 
displacement of 0(1) in direction of the unoccupied 0(3) site (marked with a cross). The distortion depicted 
A=*-3/8=0.4207, is the value found for Y2Sn207. (c) Projection of the pyrochore structure for l/8-A<z<3/8+A 
showing the distorted 8-fold coordination of A3+ by four 0(1) and two 0(2) anions, and 6-fold coordination of 
B4+ by six O(l) ions and two 0(3) sites. Two 0(l)-0(2) pairs superpose in projection about A3+. The anion 
"on top" (larger z) is depicted as a circle of slightly reduced diameter. 
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vertical axis and the radius of B4+ horizontally, it was found that formation of an ordered 
pyrochlore occurred for RA>0.98A when 0.58<RB<0.68A and only when RA/RB was above 
a lower limit5 when RB>0.68. For values of RA/ RB below this phase boundary a 
disordered, non-stoichiometric fluorite structure was formed in which cations were 
distributed at random in a face-centered cubic array. Oxygen ions occupied all tetrahedral 
interstices in the array with a probability of 7/8. It seems likely that the assessment of 
formation of a pyrochlore structure as opposed to a defect fluorite structure may often have 
been done in a rather binary fashion: the phase was assumed to be an ordered pyrochlore 
structure if superstructure peaks were observed in X-ray diffraction patterns, and to be a 
defect fluorite structure if such maxima could not be detected. States of intermediate order 
seem not to have been considered. 

A number of A2B2O7 pyrochlores, but by no means all, have been observed to 
disorder into a nonstoichiometric fluorite structure (A, B)C>7/4 at elevated temperature. The 
order/disorder transition usually occurs at very high temperatures for example: 2300° C 
for Nd2Zr207, 2200° C for Sm2Zr207 and 1530° C for Gd2Zr207.6'7 The transition 
temperature decreases as phases approach the pyrochlore/defect fluorite phase boundary. 
To our knowledge, no study has examined the atomic rearrangement at temperatures near 
those at which the phase transition takes place. The presence or absence of superstructure 
diffraction peaks has been the main tool employed to determine the disappearance of the 
pyrochlore ordering. 

If formation of the pyrochlore structure (as opposed to a non-stoichiometric fluorite 
state) is controlled by ionic size and the radius ratio RA/RB > then substitution of a larger 
B4+ cation in a solid solution A2(ByB!.y)207 or of a smaller ion A in (AzAi_z)2B2C>7 might 
be expected to drive the system toward disorder.8 Samples in solid solution systems 
Gd2(ZryTii_y)2C>7 and Y2(ZryTii_y)207 were examined by Moon.9"11 X-ray diffraction 
patterns showed that the intensity of the pyrochlore superstructure peaks diminished 
continuously with increasing v and became undetectable for y > 0.90 for the Zr-Ti system. 
The onset of disorder and the presumed partial occupancy of anion sites in the structure 
caused the oxygen-ion conductivity to increase by three orders of magnitude. The present 
work was directed toward determination of the atomic nature of the disorder process and 
testing of the assumption that the state of order is solely a function of the average ionic 
radii of the species occupying the A and B sites in the structure. Another objective was to 
determine whether the structural changes accompanying disorder were the same for 
thermally-driven as for compositionally-created disorder. 

EXPERIMENTAL 

Preparation of Samples 

Powder samples of multi-component refractory oxides are commonly prepared by 
solid state reaction. The usual strategy is to prepare a highly-homogeneous mixture of 
precursor compounds in order to reduce the diffusion distance for reaction, 
homogenization, and equilibration. The specimens used in the present studies were 
prepared by the Pechini liquid-mix procedure.12 Metal-organic compounds of the cations 
were dissolved in solutions of citric acid and ethylene glycol and gradually heated to 150 - 
200° C to form a polyester in which the homogeneity of the liquid solution was presumably 
preserved. The sample was then heated to remove excess ethylene glycol and water, 
resulting in the formation of a hard resin. The resin, in turn, was charred at approximately 
500° C to oxidize the organic material and form a powder. X-ray diffraction showed the 
product to be amorphous. The powder was then calcined at 1000° C for on the order of 
twelve hours to provide a powder which was found to have the pyrochlore structure type. 
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A final annealing was performed for periods of 72 hours at temperatures of about 1550° C 
to equilibrate the distribution of the component anions. 

Diffraction Analysis 

The site occupancies, the coordinate, x, for 0(1) and the coefficients for description 
of anisotropic thermal vibrations were determined through analysis of powder diffraction 
patterns obtained from the pyrochlore specimens. Rietveld powder profile analysis was 
used for this purpose.13 No attempt is made in this procedure to separate overlapped 
diffraction maxima and obtain an integrated intensity for individual peaks corresponding to 
a specific set of Miller indices. Instead, the structural parameters, as well as instrumental 
parameters that are necessary to describe the shape of the profile, are adjusted, by least 
squares procedures, to provide optimum fit of a computed powder diffraction profile to the 
entire pattern that was measured experimentally. The instrumental parameters include the 
zero point in diffraction angle, parameters to describe the variation of background intensity 
as a function of diffraction angle and the shape of the diffraction maxima. A total of 14 
structural variables was necessary to describe the partially-ordered structures. Usually 34 
instrumental parameters were employed to describe the profile shape. 

The fact that the pyrochlore structure is a superstructure makes the analysis of 
partially-ordered structures extremely difficult. The diffraction pattern of a superstructure 
consists of two subsets of diffraction maxima. A first set of peaks corresponds in intensity 
and diffraction angle to those that would be produced by the fluorite structure type. These 
intensities provide only information on the average structure and contain little information 
on the perturbations that create the superstructure. The second subset of intensities are 
superstructure intensities that occur at diffraction angles that are characteristic of the lattice 
constants of the true supercell. The intensities of these peaks are usually feeble and become 
zero for a completely disordered structure. The magnitude of the supercell intensities 
depends on the perturbations of the ideal average structure that result in formation of a 
superstructure.   For pyrochlore these perturbations are the amount of displacement of O(l) 
from its ideal location at x = 3/8 , the occupancy of the normally-vacant   site 0(3) and 
thus the scattering power of oxygen and the contrast in average scattering power 
between the species occupying the A-site and those in the B-site. The highly-disordered 
structural states that are of greatest interest are, therefore, those that are most difficult to 
determine: the perturbations diminish and the superstructure intensities approach zero. For 
this reason, neutron diffraction rather than X-ray diffraction was employed for the majority 
of the structure determinations reported below. Neutrons provided several advantages for 
the present analyses. The scattering power of atoms for X-ray diffraction is proportional to 
the number of electrons on the atom and, as may be seen in Table 1, the scattering by 
oxygen is small compared to that by the cations. The contribution of oxygen to the 
superstructure intensities will consequently be rather small. For neutrons, however, the 
scattering length of oxygen is more comparable to the cation species. The unique feature 
provided by neutrons for the present work, however, is that the scattering length of Ti is 
negative. The physical significance of a "negative" atom is that the scattered neutron beam 
experiences a phase shift of TC relative to most elements. This provides unusually high 
contrast between the A-site and a B-site that primarily contains Ti4+. Indeed, for highly 
ordered titanates the intensity of some superstructure diffraction peaks is several times 
larger than those of the fundamental peaks. This fortunate situation permits the analysis of 
even highly-disordered states of titanate pyrochlores with high precision. 

One additional limitation of the present diffraction analyses requires mention. 
Although it is not immediately obvious, it is impossible to determine, from a single set of 
diffraction data, the distribution of several ionic species over a smaller number of 
independent  structural   sites.     All   that  may  be  determined,   even  though  the  bulk 
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stoichiometry is known, is the average scattering length in each independent site. This 
information does not specify a unique mode of cation partitioning. For example, for 
Y2(ZryTii_y)207 if both the A and B site have full occupancy: 

[Y]A+[Y]B=1 

[Zr]A + [Zr]B=y 

[Ti]A + [Ti]B=l-;y 

(1) 

(2) 

(3) 

where Kroger-Vink notation has been used to specify the fractional occupancy of each 
species in the A and B sites. The average scattering length of the A site was adjusted by the 
least-squares method in refinement of the structures.   The result will represent 

bA = [Y]A bY+ [Zr]AbZr+ [Ti]AbTi (4) 

The scattering length of the B site is constrained to follow bA as a dependent variable 
because of the known stoichiometry of the phase, namely 

bA+ bB = bY + y bZr + (l-y) bTi (5) 

Although there are six site occupancies for a pseudo ternary pyrochlore, the above 
equations constitute only five relations between these variables. The ambiguity may be 
resolved, in principle, through analysis of a second, independent diffraction pattern. This 
was indeed done for the Y2(ZrySni_y)207 pyrochlore: powder profile analysis was performed 
for both neutron data and an X-ray diffraction pattern obtained with Cu Kcc radiation. In 
general, the refinements were quite successful, yielding residuals for the Bragg peaks 
(defined as the sum of the difference between observed and calculated intensity divided by 
the sum of the observed intensity) that ranged from the order of 1.5 to 8.0%. The larger 

Table 1.   Comparison of neutron scattering lengths, the number of electrons available to scatter x-rays, and 
the ionic radii plus coordination numbers for the ionic species present in the A2

3+B2
4+07 pyrochlores of the 

present studies 

Ion Coordination Ionic Atomic Number of Neutron 
number Radius 

(Ä) 
number electrons scattering length 

(10',2cm) 

o2- [4] 1.38 8 10 0.5803(4) 

Ti4+ [6] 

[8] 

0.605 

0.74 

22 18 -0.3438(2) 

Y3+ [6] 

[8] 

0.900 

1.019 

39 36 0.775(2) 

Zr4+ [6] 

[8] 

0.720 

0.84 

40 36 0.716(3) 

Sn4+ [6] 

[8] 

0.690 

0.81 

50 46 0.6226(2) 
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residuals were encountered for highly disordered structures in which the superstructure 
intensities were extremely weak. 

RESULTS OF THE STUDIES OF COMPOSITIONALLY-INDUCED DISORDER 

Structures were determined for the end member compositions and three to four 
intermediate compositions of solid solutions along the pseudo-binary joins in the ternary 
system Y2(Zr,Sn,Ti,)207. In the present report we will, in the interest of brevity, confine 
the discussion to the variation in lattice parameters, the positional coordinate of O(l) whose 
variation with composition will be seen to be a very sensitive measure of the state of 
disorder, and the change in bond distances as well as anion and cation site occupancies with 
composition. 

The measured lattice parameters, a, are shown as a function of the fractional 
substitution, y, of the larger B4+ ion in Fig. 2a. A linear variation is found for all three solid 
solution series in accord with Vegard's law. Lattice constants may be very precisely 
determined by means of Rietveld analysis and the standard deviation in the values that 
appear in Fig. 2a range from one to three in the fourth figure beyond the decimal point. 

The first pyrochlore system to be analyzed17 was Y2(ZryTii_y)07, These results have 
previously been published in detail.18 The superstructure intensities were found to 
progressively diminish with increasing zirconium content and were undetectable for a 
sample with y = 0.90. The value of positional parameter, x , for 0(1) is plotted as a 
function of the average radius of the tetravalent cation in Fig. 2b. The parameter decreases 
steeply in a non-linear fashion that can be very precisely fit by a parabolic dependence. It is 
interesting to note that a least squares fit to the specimens with y up to 0.60 extrapolates 
precisely to the value of 3/8 for an ideal fluorite-type array at y = 0.90 which, indeed, was 
found to have the disordered nonstoichiometric fluorite structure as noted above. It 
appears, therefore, that our selection of composition increments fortuitously placed a 
sample composition exactly at the compositional phase boundary between the ordered 
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Figure 2. (a) Variation of pyrochlore lattice constants with the atomic fraction, y, of the larger tetravalent 
ion that has been substituted in the B4+ site. Results for the Zr-Ti pyrochlore were obtained by Heremans18 

and the data for Zr-Sn materials by Ku . (b) Comparison of the change in the x coordinate of 0(1) as a 
function of the mean radius of the tetravalent cations nominally occupying the B site. The linear variation for 
Y2(SnyTi1.y)207 suggests that the larger Sn4+ ion progressively replaces Ti4+ in the B site. The rapidly 
nonlinear decrease of x for Y2(ZryTi,.y)207 obtained by Heremans18 suggests mixing of the contents of B site 
with the larger Y3+ in the A site and/or O * entering the 0(3) interstitial site. This interpretation is confirmed 
by the refined values for site-occupancy factors. 
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pyrochlore phases and the nonstoichiometric fluorite structure. The nonlinear dependence 
suggests that mixing of the cation occupancies of the A and B sites and/or filling of the 
normally-vacant 0(3) site must have occurred. If not, one would expect a more or less 
linear decrease of y upon substitution of the larger tetravalent ion in the B site as a result of 
the increase in the average B-O(l) bond length. Examination of the effective scattering 
length of the A site, Fig. 3a, shows this to indeed be the case. The experimental scattering 
length for the A site was found to be equal to that of yttrium (within one standard 
deviation) for the first half of the solid solution series. Beyond that, the scattering length 
decreased abruptly to that for the random occupancy present in the fluorite-structured 
composition with y = 0.90. The abrupt increase in mixing between the cation sites with 
composition is reminiscent of the variation in the Bragg-Williams order parameter for a 
binary alloy as a function of temperature. It is amusing to note in passing that the 
Bragg-Williams model is based on the assumption that the energy for formation of an 
anti-site defect decreases as the extent of disorder increases. In the present system it seems 
reasonable to assume that the coulombic part of the energy for creating an anti-site defect 
would diminish as the average charge of the cations occupying the two sites approached 
equality. The anion site occupancies, Fig. 3b, display a remarkably different behavior. 
Oxygen ions begin to occupy the interstitial 0(3) site almost immediately upon substitution 
of the larger Zr4+ ion, and the occupancy increases roughly linearly throughout the range of 
the solid solution. The two independent, oxygen sites, O(l) and 0(2), that are normally 
fully-occupied, disorder at different rates. The O(l) site tends to lose occupancy first. The 
initial occupancy of 0(3) is therefore entirely by anions derived from the 0(1) position, a 
behavior which is understandable in view of the fact that the O(l) anions are the nearest 
neighbors to the 0(3) position. It is interesting to note that depletion of the 0(2) site begins 
only as mixing between the cation occupancies begins. It is not clear which disordering 
process is cause and which is effect of the other. This result seemed quite remarkable as 
one might expect the disorder processes in the cation and anion arrays to be more strongly 
coupled in an ionic structure. 
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Figure 3. (a) The average scattering length of the cations that occupy the A site normalized by the 
scattering length of Y3+, the strongest scatterer, as a function of increasing substitution of the larger Zr4+ ion for 
Ti4+ in Y2(ZryTii.y)2C>7. The rapid decrease in scattering length for y>0.50 signals disordering of the cation 
species16 and culminates in a random distribution at >>=0.90. (b) Change in the occupany of the anion sites as a 
function of increasing Zr + content in Y2(ZryTii.y)207 solid solutions18. A random distribution of anions is 
responsible for the average site occupancy of 7/8 that is present in the non-stoichiometric fluorite-type 
structure that forms at y=0.90. 
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The second system to be examined19 was Y2(SnyTii.y)207. The ionic radius of Sn + 

is intermediate to that of Zr4+ and Ti4+ (Table 1) and has a radius that corresponds to an 
average occupancy of the B site by (Zr074 Tio.»)- The average radius of the B site for the 
Sn-Ti solid solutions thus overlaps that of the Zr-Ti series to a considerable degree. The 
system was examined to test the hypothesis that the state of order of a pyrochlore depends 
primarily on the radius ratio RA/RB • The variation of lattice constant with y was, again, 
found to very closely follow a linear relation in accord with Vegard's law, Fig. 2a. The 
variation of the x coordinate for 0(1) with tin content, y , is shown in Fig. 2b where it may 
be compared with the behavior observed for Y2(ZryTii.y)207 . The dependence of the 
oxygen position is quite different for the two solid-solution series. The Sn-Ti solid 
solutions show a more or less linear variation with tin content rather than the rapid, 
parabolic decrease of the Zr-Ti solid solutions that proved to be indicative of the onset of 
disorder The linear variation for the Sn4+-Ti4+ phases, in contrast, suggest simple 
substitution of the larger Sn4+ ion for Ti4+ in the B site, with little or no cation mixing or 
disorder of the anion array. The values obtained for site occupancies confirm this 
interpretation. Departure from full occupation of the 0(1) site was insignificant and was 
therefore fixed at unity at all compositions. The normally-vacant 0(3) site displayed 
occupancies that were zero within one standard deviation except for an occupancy value of 
0.013 (2.4 standard deviations above zero) at y = 0.60. Mixing of the trivalent and 
tetravalent cations was found to be insignificant for low concentrations of the larger Sn 
ion (0<y< 0.60). For compositions rich in tin (y = 0.85 and 1.0) the Y + occupancy of the A 
site decreased to 0.99 and 0.88 respectively, Fig 4a. It is clear that the state of disorder in 
Y2(Sn, Ti)207 pyrochlores is not strongly determined by the average radius of the 
tetravalent ion that occupies the B site. The difference in behavior, as discussed below, 
must lie in the characteristics of the bonding between tin and oxygen and is likely due to a 
pronounced covalent character to the interaction.   As with the Zr +-Ti + solid solution 
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Fisure 4 (a) The change in the fractional occupancy of the 8-coordinated A site in Y2(SnyTi,.y)207 as a 
function of the fractional replacement of Ti4+ by the larger Sn4+ ion. The decrease for y>0.60 signifies the 
onset of a slight amount of cation disorder over the A and B sites, (b) Change in bond distances between the 
8-coordinated A site and 0(1) and the 6-coordinated B site to O(l) with increasing substitution of a larger 
tetravalent cation. The merging of A-O(l) and B-O(l) distances to a common value equal to <n/3/8 occurs at 
the composition at which formation of a non-stoichiometric fluorite structure that lacks long-range order 

occurs. 
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series, independent rates of disorder are seen in the cation and anion arrays, although the 
amount of disorder for the Sn-Ti system is small in comparison. Moreover, in contrast to 
the Zr-Ti series, the disorder is more pronounced in the cation array; the anion arrangement 
essentially remains completely ordered. The suggestion that the nature of the Sn4+-0(1) 
bonding accounts for the different behavior of the system is supported by the results of an 
analysis of the structural changes in the Gd2(SnyTi,.y)207 system.19 The Gd3+ pyrochlores 
showed a disordering behavior that was qualitatively similar to the Y3+ pyrochlores- A very 
small degree of cation mixing at high Sn contents and very little occupancy of the 
normally-vacant 0(3) site. Maximum occupancy once more occurred at an intermediate 
composition on the order of v = 0.6. 

Despite overlap in their ranges of the ratio RA/RB, the Zr-Ti solid solutions rush to 
full disorder at compositions with y < 1, whereas structures in the Sn-Ti series display 
persistent, nearly-complete order at all compositions.   An investigation of the third leg of 
the pseudo-ternary Y2(Zr,Sn,Ti)207 system was thus anticipated to shed light on the factors 
that determine the state of disorder of the pyrochlores in this system. The Y2(ZrySm )207 

solid solution series was the system least amenable to analysis, however, because of the 
absence of the large contrast in scattering between the A site and B sites that was created by 
the negative scattering length of Ti.  Tin has the smallest scattering length in the case of 
neutron diffraction (Table 1) but there is little contrast between the scattering length of the 
three cation species. In the case of X-rays, Y3+ and Zr4+ are isoelectronic, Table 1, and 
cannot be distinguished in an X-ray diffraction study.   Tin is a stronger scatterer ' The 
nearly identical scattering of Y3+ and Zr4+ in X-ray diffraction, however, reduces the 
problem of the cation distribution to a two atom/two site problem, and the partitioning of 
Sn    between the A and B sites can, in principle, be established. Neither X-ray diffraction 
or neutron diffraction provides a distinct advantage in maximizing the intensity of the 
superstructure reflections. Consequently, two independent sets of X-ray powder diffraction 
data were collected using Cu Ka X-radiation.20"22  A powder diffraction profile was also 
collected with neutron scattering. Measurements were performed at the Center for Neutron 
Research at the National Institute of Standards and Technology in Gaithersburg, MD.21,22 

Both types  of radiation,  as  expected,  provided  superstructure  intensities  that  were 
exceedingly weak. In spite of the very high standard deviations in the refined parameters, 
the results obtained from the analysis of the three independent data sets are in very good 
accord.   The behavior of Y2(ZrySn,.y)207 solid solutions was virtually the same as that 
found for the Zr + - Ti + phases. The positional coordinate for O(l) decreased in a parabolic 
fashion to the undistorted value of 3/8 at a value of y in the neighborhood of 0.85.    The 
occupancy of the normally-vacant   0(3) site increased linearly with y up to the average 
occupancy of 7/8 for a disordered nonstoichiometric state.  The occupancies of O(l) and 
0(2) change relatively little,  decreasing from full occupancy to 0.875  for the fully 
disordered state that is near y = 0.85.   The standard deviations in the site occupancies of 
O(l) and 0(2) are very large because of the extreme weakness of the superstructure 
reflections in the Zr - Sn system. The relative depletion in the O(l) and 0(2) occupancies as 
disorder progresses cannot be specified. 

Values for the anion and cation site occupancies carry large standard deviations 
because of correlations with other parameters notably the parameters that describe 
thermal vibration of the ions. However, most interatomic distances in the structure depend 
only on the value of the lattice constant, a, which may be determined very precisely 
Distances that involve O(l) are exceptions as they depend, as well, on the positional 
coordinate, x, for this ion, but the value of x may also be precisely established. Figure 4b 
presents the A-O(l) and B-O(l) interionic distances as a function of v for all three solid 
solution systems. The A-O(l) and B-O(l) separations change slowly for the Zr-Ti and 
Zr-Sn systems at small values of v before much disorder has occurred.   As y increases 
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beyond 0.5 the A-O(l) bond distance decreases and B-O(l) rises with increasing rapidity as 
mixing between cations occurs and interstitial oxygen continues to fill the normally-vacant 
0(3) site. The two branches join upon complete disorder to a non-stoichiometric fluorite 
structure for which both bond distances are equal to aVä/8. The system that contains the 
largest pair of cations, Zr-Sn, reaches complete disorder at a slightly smaller fraction of Zr 
(v=0.85, by extrapolation) than the Zr-Ti system. 

The bond distances for Y2(SnyTii.y)207 display a strikingly different variation with y 
that is consistent with the lack of anion order and little mixing between the cations in the A 
and B sites: the A-O(l) separation remains constant and the B-O(l) distance increases 
linearly with y as the larger Sn replaces Ti. It is interesting to note that there is a slight 
non-linear up turn to B-O(l) bond length for y>0.7 that corresponds to the small amount of 
the larger Y3+ that enters the B site as is indicated in Fig. 4a. 

RESULTS OF STUDIES OF THERMALLY-INDUCED DISORDER 

Structural changes induced as two pyrochlores were slowly heated to 1500° C were 
examined with pulsed-neutron diffraction data obtained on the Special Environment 
Powder Diffractometer at IPNS, Argonne National Laboratory. One objective of the 
investigation was to examine whether the independent rates of cation and anion disorder 
that were observed during compositionally-driven disorder would also occur during 
thermally-driven disorder. The second objective was to determine if the structures 
examined at ambient temperature represented equilibrium distributions of the ions or 
whether the different state of disorder found for anions and cations resulted from 
rearrangement during cooling. These pyrochlores are, after all, oxygen fast-ion conductors. 
However, it would be hard to understand how cooling could result in an increased degree 
of disorder for the mobile anions! As previously noted, pyrochlores tend to disorder at 
extremely high temperatures that are difficult to achieve in a diffraction experiment. One 
specimen that was selected for examination, therefore, was Y2(Zr0.6oTio.4o)207 for which the 
A site found to have ca. 1% of the scattering power of Y3+ replaced by some combination 
of Zr4+ and Ti4+ (about 10% of the way to complete disorder), Fig. 3a, and an interstitial 
0(3) site that had 0.488 occupancy, Fig. 3b. It was reasoned that further disorder might 
proceed at an accessible temperature if the sample were initially in a highly disordered 
state. The second specimen was Y2Sn207, a pyrochlore found to be fully ordered, and one 
which contained a tetravalent ion that did not create disorder when substituted for Ti +. 

The lattice constants were found to increase linearly with increasing temperature 
with linear expansion coefficients of 8.90 and 10.9xlO"6K"' for the stannate and zirconium 
titanate, respectively. The stannate is the more tightly bonded of the two phases as a 
consequence of lack of disorder, strong Sn-0 bonding or both. The x coordinate for both 
phases was found to increase with temperature, corresponding to increased distortion of the 
anion array as opposed to the more symmetric arrangement that one might anticipate at 
elevated temperature. The origin of this effect is apparent when bond distances are 
examined, Fig. 5b. The thermal expansion coefficients for the A3+-0(1) bonds are 
comparable values of 13.01 and 12.66 10"6K"' for the stannate and zirconium titanate, 
respectively, while those for the B4+-0(1) bonds are 5.79 and 8.33 lO^K1. The Y3+ O(l) 
bond is, as might be expected, weaker than the B4+-0(1) interaction and, accordingly, 
expands more rapidly with increasing temperature. This results in additional displacement 
of 0(1) toward the vacant 0(3) interstice. The linear thermal expansion coefficient for 
Sn-O(l) is considerably smaller than that for the (Zr,Ti) - O(l) interaction, suggesting a 
stronger bond with a covalent component. 

Figure 5 shows that the 0(1) coordinate and the bond distances for Y2Sn207 

increase linearly over the temperature range 20° -1400° C.  No significant change in anion 
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or cation site occupancy was found in the refinements performed at individual 
temperatures. The phase Y2Sn207 , remains steadfastly ordered at all temperatures. 
Partially-disordered Y2(Zro.6Tio.4)207 behaves quite differently! The 0(1) coordinate 
increases linearly up to a temperature of 1000° C, upon which the temperature dependence 
levels out and then rapidly decreases to a value that is smaller than the coordinate found 
under ambient conditions. This behavior, as has been seen, is characteristic of the onset of 
cation and anion disorder. This interpretation is supported by the behavior of bond 
distances as a function of temperature, Fig. 5b. The Y3+-0(1) bond in the (Zr-Ti) phase 
increases linearly until a temperature of 1000° C is attained, then leveling and beginning a 
decline. Conversely, the B-O(l) separation begins to rapidly increase as Y3+ enters the B 
site. This provides additional evidence for mixing of the occupancies of the cation sites. 
The average scattering length of the A site shows little variation, however. Therefore, the 
tetravalent cation that exchanges with Y3+ in the A site must be primarily Zr4+ rather than 
the negatively-scattering Ti4+. The occupancy of O(l) and 0(2) changed little with 
temperature. Surprisingly, the occupancy of the interstitial 0(3) site decreased. The total 
oxygen content of the cell therefore decreased with increasing temperature as a result of 
reduction of the sample and exchange of oxygen with the atmosphere. No comparable 
effect was observed for the stannate in which the 0(3) interstitial site is unoccupied. The 
exchange of oxygen with the environment thus appears to involve primarily the 0(3) site 
whose occupancy represents a structural defect. Data were recorded both as the samples 
were heated and as they were cooled. The structural changes in both the cation and anion 
arrangements were reversible. The structure analyses performed at ambient temperature 
thus would appear to provide results that represent equilibrium structures. 

CONCLUDING REMARKS 

The present diffraction analyses have shown that cation and anion disorder proceed 
quite independently as an ordered pyrochlore structure approaches a non-stoichiometric 
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Figure 5. (a) Change in the x coordinate of 0(1) as a function of increasing temperature for fully-ordered 
Y2Sn207 and partially-disordered Y2(Zra6<)Ti0.40)2O7. Open symbols are values derived from neutron powder 
profiles collected over relatively short periods of time as the sample was heated or cooled. The results were 
the same. Filled symbols represent results obtained when the specimen was equilibrated at temperature for 
several hours. The sharp decrease in x beginning at 1000° C for the titanate represents the onset of additional 
disorder, (b) Interionic bond distances A-O(l) and B-O(l) as a function of temperature. The downturn in the 
A-O distance and the corresponding upturn in the B-O separation represents the onset of additional disorder as 
the larger Y + occupying the A site and the smaller tetravalent cations in the B site begin to mix. 
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fluorite state. This is true whether the disorder is induced by increase in temperature or by 
compositional change through substitution of a species that lowers the average difference in 
size between the A3+ and B4+ cations. 

The radius-ratio criterion does not hold for Y2(SnyTii.y)207 solid solution as all 
samples in this system remained completely ordered. The behavior is attributed to a strong 
Sn-0 interaction, perhaps arising from a significant covalent contribution to the bond. This 
view is supported by the low thermal expansion coefficient observed for this bond distance. 
In addition, other workers have found bridging electron density in the Sn-O bond in Fourier 
maps of the scattering density in Y2Sn207

23 and bond-valence sums in a series of Ln2Sn207 

phases that show increasing covalency as the radius of Ln increases. All of these 
stannates were found to be fully-ordered pyrochlores. 

Covalency not withstanding, the reason for the similar disordering behavior of 
Y2(ZryTii-y)207 and Y2(ZrySni_y)207 seems to be a strong preference of Zr for an 
8-coordinated site. The mixing of the B4+and Y3+ in the zirconates seems to preferentially 
involve exchange of Y3+ and Zr4+ in the initial states of disorder. This conclusion is based 
on the average scattering length found for the A-site after the onset of thermally-induced 
disorder in Y2(Zr0.6Tio.4)207 , and on the combined X-ray and neutron analyses21 of 
Y2(ZrySn1_y)207. The structural data obtained in these studies provides a satisfactory 
qualitative explanation25 for the very different enhancements of oxygen-ion conductivity as 
a function of composition that have been measured, the behavior that supplied the initial 
motivation for these studies. In work that is currently in progress, we have found that the 
solid solutions, (SczYbi_z)2Ti207, in which a smaller cation species is substituted in the A 
site, display order/disorder changes as a function of composition and temperature that are 
analogous to those described in the present work. 
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ABSTRACT 

Changes in the degree of long-range order (LRO) have been investigated in B2-ordered 
intermetallic Fe-44.8at%Al by residual resistometry. Order variations were observed during 
isochronal and isothermal small-step annealing after different thermal pre-treatment. It is observed 
that atomic mobility in this alloy starts at about 500K. Between 500K and 700K reversible changes 
of resistivity are interpreted as arising from local changes of order only. Above 710K changes of 
LRO are observed which lead to the reversible adjustment of equilibrium plateau values above 
870K. Two individual processes are found for both ordering regimes, which concern only local 
sample areas and the total sample volume, respectively. 

INTRODUCTION 

Because of their extraordinary high-temperature mechanical and corrosion 
properties intermetallic compounds are of great interest for technical 
applications. As these attractive characteristics are linked to long-range ordering 
(LRO), knowledge of ordering kinetics is necessary. 

Whereas ordering kinetics has been investigated recently by various groups 
for Llo- and Ll2-ordered alloys [1-5] there is still a lack of investigations on 
B2-ordered alloys. Problems have been encountered in studying B2 beta brass 
[6] because of a too high atomic mobility in this alloy system. High temperature 
intermetallics of the B2-type like FeAl on the other hand remain highly ordered 
right up to the melting temperature. This keeps the variation with temperature of 
the LRO-parameter very small limiting the possibility to study LRO-kinetics by 
most experimental methods. 

Very recently it was tried to study LRO-kinetics in B2 FeAl by using residual 
resistometry. Due to the extreme sensitivity for structural changes this method is 
a very powerful tool  for investigating ordering effects  in highly ordered 
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materials as already been shown for Ll2-ordered Ni3Al [4]. In the present paper 
we report an investigation of ordering kinetics by residual resistometry on B2- 
ordered FeAl. 

EXPERIMENTAL PROCEDURE 

Sample material of the composition Fe-44.8at%Al was alloyed by the Swiss 
Federal Institute of Technology from 4N Fe and 5N Al by high frequency 
melting under purified Argon atmosphere (grain size about 300(0.m). A thin slice 
of about 0.2mm thickness was cut. Subsequently, S-shape resistivity samples 
were punched out by spark erosion. For electrical conductivity glasswool 
isolated wires (annealings up to 923K possible) were contacted to strips of pure 
copper which were carefully spot-welded to the sample. All annealings were 
carried out in a quartz tube furnace under argon atmosphere (temperature 
stability ±2K). Resistivity measurement was done by the potentiometric method 
in liquid N2 on water quenched samples relative to a dummy specimen 
(accuracy ±3x10~4). 

The present results of isothermal measurements were obtained subsequent to 
several earlier isochronal measurements [7]. To adjust a well defined initial 
state, the sample was annealed for 3h at 1223K, slowly cooled to 773K and 
water quenched. As-measured resistivity values were corrected for a continuous 
drift (see [8]). 

RESULTS AND DISCUSSION 

Resistivity measurements during isochronal annealing treatment [7] give 
evidence that the atomic mobility in this intermetallic alloy starts at about 500K 
(fig.l). Between 540 and 71 OK the electrical resistivity shows a slight increase, 
although the LRO-equilibrium corresponding to these temperatures should result 
in a tendency to much lower resistivity values. Above 71 OK a drastic decrease in 
resistivity is found which obviously can be attributed to a marked change in the 
degree of LRO. For temperatures higher than 840K reversible changes of 
resistivity are observed reflecting that the sample now has obtained a degree of 
LRO which is in equilibrium with the actual annealing temperatures. 

In addition, residual electrical resistivity was measured during isothermal 
small-step annealing between 473 and 933K [8]. Two different regimes of 
ordering can be distinguished with respect to the ordering relaxation rate. For 
short annealing times small reversible changes of resistivity result which vary 
linearly with temperature. For long annealing times a tendency towards bigger 
changes of resistivity is obtained. This is in good correspondence with model 
calculation in Bragg-Williams approximation (virtual transition temperature 
TO/D=1573K) using the Rossiter formalism [9] with fit parameter A=0.943. In 
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figure 2 the relative change of resistivity during isothermal long-time annealings 
(■) and the final plateau values corresponding to LRO-equilibrium as calculated 
in Bragg-Williams approximation (thick horizontal lines) are given. In addition, 
plots of the separated slower LRO effect (overall LRO, see below) and the much 
faster second process (local ordering, see below) are shown. 

S&tä&^jfr 

m a     ■     ■ .  a 

■  ■   ■   ■                   ■ 
■                                ■            m     m ^^*' 

£.   4 

.,./.... ■                                     ■ 

82 

"\-.f  .A 

u- v   ■.  .^ 

o '.. .'   ■' ■.'.: *■*"• a                                    a 
0) 
M 
C rt 
j= 
o 
<D '                 ■                     a 
> I                        ■     ■ 
1   2 
u 

400 500 600 700 

temperature [K] 

800 900 

Figure 1. Relative change of electrical resistivity during isochronal annealing. The small inserts 
for some given temperatures show schematically the regions which have been visited by vacancies 
during isochronal annealing time (black). 

Our interpretation of the presence of two different ordering regimes is as 
follows. As known from the literature the formation enthalpy of vacancies of 
about 0.7eV in Fe-44.8at%Al is relatively low [10,11]. In contrast, the migration 
enthalpy of about 1.6eV is rather high [12]. Therefore, having once annealed the 
sample at high temperatures a high number of vacancies is retained, which due 
to the high migration enthalpy are more or less immobile during subsequent 
annealings at low temperature. Because of this restricted mobility the 
annihilation of vacancies is rather small resulting in a practically constant 
number of vacancies in the observed temperature range [13]. 

At temperatures below about 650K, only atom jumps over a few lattice 
distances are possible during short observation periods (e.g. isochronal time 
interval of 20min.). These jumps therefore will result in restricted areas around 
each vacancy with a degree of order which locally corresponds to the actual 
annealing temperature ('local ordering'). The size of these regions increases with 
temperature and/or annealing time. For high enough annealing temperatures 
(starting at about 71 OK for isochronal annealing) or long enough annealing times 
the regions begin to overlap (impingement) and only then an overall LRO- 
equilibrium can be adjusted within the total sample volume. 
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Figure 2. (a) Relative changes of resistivity versus annealing time during isothermal small- 
step annealing (■). In addition LRO-equilibrium values as calculated in Bragg-Williams 
approximation (thick horizontal lines) are shown, (b) Slow overall adjustment of LRO within total 
sample volume, (c) Fast (local) ordering. 

A fit of the experimental data of isothermal annealings within the frame of 
the above model yielded two exponential processes for each of both ordering 
regimes. In figure 3 an Arrhenius plot of the relaxation times obtained is given. 
For the regime of local ordering equal activation enthalpies of 1.3+0.1eV each 
and frequency factors of xo=6xlO-11s for the fast and TO=6X10"

9
S for the slow 

process are obtained. The activation enthalpies of the overall LRO adjustment 
were found to be 0.8±0.1eV (TO=4X10-

3
S) for the fast and 1.5±0.1eV (TO=6X10" 

6s) for the slow process. 
The two processes found for local ordering are interpreted as jumps between 

vacancies and atoms in nearest neighbour position. As discussed above the 
vacancy concentration can be assumed as being practically constant. In this case 
the measured activation enthalpy of 1.3eV is due to vacancy migration only. The 
difference in relaxation times for these two processes may be caused by the 
different concentration of vacancies on the two sublattices. The frequency 
factors of both local ordering processes are in correspondence with typical 
Debye frequencies, which supports the assumption that only single vacancy 
jumps are involved. Both processes contribute to a similar amount to the 
corresponding resistivity changes. 

The activation enthalpy of ordering for the slow overall LRO-process is 
found to be very close to the enthalpies of local ordering. Therefore it is assumed 
that the obtained energy corresponds to the migration energy of atom jumps to 
nearest neighbour vacancies. The origin of the very low activation enthalpy of 
0.8eV of the fast process has not been clarified yet, although there are hints to 
such a second LRO-process by Schaefer et al. [14]. In contrast to local ordering 
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the frequency factors of the overall ordering processes are much higher and may 
be connected with correlated atom jumps. A comparison of the contributions of 
the two overall LRO-processes shows that the slower process dominates 
contributing to about 90% to this ordering regime. For an illustration of the 
model of 'local ordering' we simulated the random walk of vacancies over a 
square lattice containing 108 atoms. The inserts in figure 1 show snapshots of the 
lattice after times of isochronal annealing up to the respective temperatures. The 
black areas represent the regions which had been visited by the vacancies. For 
low annealing. 
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Figure 3.     Arrhenius plot of all relaxation processes involved in changes of LRO. Local ordering 
process: fast (•) and slow (■); overall long-range ordering: fast (O) and slow (D). 

temperatures and/or short annealing times these regions are well separated, 
whereas for temperatures above 71 OK and/or very long annealing times at lower 
temperatures they become interconnected (impingement). 
As a test for the above interpretation of two regimes of ordering, local and 
overall, it was tried to fit the change of resistivity during isochronal annealing 
using the activation enthalpies and pre-factors as analysed from isothermal 
measurements under the assumption of constant vacancy concentration. The 
LRO-equilibrium values for each annealing temperature were determined by a 
model calculation in Bragg-Williams approximation (To/D='573K) and 
applying the Rossiter formalism with A=0.943. The equilibrium values of local 
ordering were taken from isothermal measurements. In figure 4 the measured 
change in resistivity during isochronal annealing (■) and the calculated 
behaviour of resistivity (thin line) are shown. In addition, fitted equilibrium 
values of local ordering (•) and of LRO (A) as well as a linear regression 
function for local ordering (dotted line) and a LRO-equilibrium line as 
calculated in Bragg-Williams approximation (thick line) are given. A very good 
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correspondence between the calculated and the measured values can be 
observed. Further, above 850K an excellent fit between the measured isochrone 
and the values as calculated in Bragg-Williams approximation is found. 
Therefore it can be concluded that above 850K LRO-equilibrium is reached 
within the isochronal annealing time (20min). 
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Figure 4. Relative change of resistivity during isochronal annealing as measured (■) and as 
calculated (thin line). In addition, equilibrium values of local ordering (•) and LRO equilibrium 
values (A) as obtained by isothermal measurements are given. Dotted line: local ordering, linear 
approximation of equilibrium values; thick line: overall LRO-equilibrium as calculated in Bragg- 
Williams approximation. 

CONCLUSIONS 

The conclusions drawn from the present study by residual resistometry can be 
summarised as follows: 
1) Atomic mobility in Fe-44.8 at%Al starts at about 500K. 
2) Isothermal small-step annealing suggests two ordering regimes: local 
ordering due to the limited range of vacancy motion at low temperatures and/or 
short annealing times; a second regime of overall long-range ordering for high 
temperatures and/or very long annealing times when the whole sample volume is 
reached by vacancies. Two 'equilibrium lines' of order are obtained, a 
metastable one for local ordering and a stable one for the overall process. 
3) The ordering kinetics of both regimes is composed of two sub-processes 
each. Vacancy parameters are obtained from a corresponding Arrhenius analysis 
under the assumption of a constant vacancy concentration within the 
investigated temperature range. 
4) Using these values the resistivity change during isochronal annealing can be 
fitted very well, supporting the two-regime model of ordering kinetics developed 
in the present paper. 
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AND DISORDERING RELAXATION 
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ABSTRACT 

By employing Cluster Variation and Path Probability Methods, disordering relaxation 
kinetics of Ll0 ordered phase at 1:1 stoichiometric composition is studied. The instability 
temperature above the order-disorder transition temperature is termed spinodal disordering 
temperature at which the susceptibility is confirmed to diverge. The temperature 
dependence of the relaxation time behaves not monotonically but increases towards the 
spinodal disordering temperature. This is believed to be the pseudo-critical slowing down 
phenomenon reported for the first-order transition. 

INTRODUCTION 

Destabilization of a disordered system quenched in an ordered phase field due to the 
excitation and amplification of an ordering wave has been termed spinodal ordering(de 
Fontaine, 1975). The loss of the stability is well analyzed within the framework of 
thermodynamics (Sanchez, 1981; Mohri et al.,1985a), and the mathematical condition of the 
spinodal ordering has been described as the vanishing condition of the second order 
derivative of the free energy functional with respect to correlation functions (Sanchez et 
al,1978; Mohri et al,1985b) which constitute a set of independent configurational variables 
of a given system. The evidence of the spinodal ordering has been examined by 
diffraction experiments (Banerjee et al.,1984; Takeda et al.,1987). As opposed to the 
Nucleation-Growth mechanism (hereafter abbreviated as NG) which is characterized as the 
appearance of sharp superlattice spots, a continuous transfer of the diffuse intensities 
towards superlattice spots features the spinodal ordering. 

It is natural to extend the notion of the spinodal ordering to an ordered phase 
up-quenched in the disordered phase field. In this case, spontaneous disordering reaction of 
the  metastable  ordered phase  is expected.  One may call  this  phenomenon spinodal 
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disordering. As will be demonstrated latter, this can be examined by the free energy-Long 
range order parameter (hereafter abbreviated as LRO) curve. The vanishing of the free 
energy hump between the stable disordered phase and a metastable ordered phase 
characterizes the spinodal disordering. 

The Cluster Variation Method (hereafter abbreviated as CVM) (Kikuchi,1951) has 
been recognized as one of the most powerful and reliable theoretical tools for describing the 
thermodynamic behavior of a given system. The key to the success of the CVM is due to 
the fact that CVM is capable of incorporating wide range of atomic correlations, which 
assures the accuracy of the calculated free energy. The first aim of the present study is to 
provide a thermodynamic evidence of the spinodal disordering based on free energy-LRO 
curve derived by the CVM. A particular emphasis throughout this study is placed on the 
Ll0 - disorder transition at a fixed 1:1 stoichiometric composition. 

Besides such a thermodynamic point of view, it is desirable to discuss the kinetic 
evidence of the spinodal disordering reaction. Starting with the metastable ordered phase, 
the trace of time evolution of the LRO provides the insight of the reaction process. The 
spontaneous reaction characterized by the non-existence of the free energy hump could be 
reflected as the absence of configurational fluctuations at the initiation of the disordering 
transition. A critical examination of this point is attempted with an appropriate kinetics 
model. 

Path Probability Method (hereafter abbreviated as PPM) (Kikuchi,1966) is the natural 
extension of the CVM to the time domain and, therefore, inherits various excellent features 
of the CVM. It has been amply demonstrated (Mohri,1990; Mohri,1994a,b; Mohri,1996) 
that the steady state values calculated for the long-time limit coincides with the equilibrium 
ones derived by the CVM. The combination of PPM and CVM, therefore, provides a 
unique tool to study the time-evolution behaviour from non-equilibrium towards final 
equilibrium state in a consistent manner. The second aim of the present study is to examine 
the kinetic evidence of the spinodal disordering reaction based on PPM calculations. 

According to the earlier investigation(Bolton and Leng, 1975) based on the linearized 
Fokker-Planck equation within the Bragg-Williams free energy Model (Bragg and Williams, 
1934), a slowing-down behavior of the relaxation time is predicted for the first-order 
transition. This is expected not in the vicinity of the transition temperature but near the 
spinodal disordering temperature defined above. Although their unified analysis with 
thermodynamics and kinetics reveals an essential feature of the slowing-down phenomenon, 
the Bragg-Williams free energy model has been criticized for the lack of reliability to 
describe the thermodynamic behavior of a given system. In particular, the first order nature 
of theLl0 -disorder transition is not fully reproduced with the Bragg-Williams model. Also, 
the applicability of the linearized kinetic equation to the far-from-equilibrium regime is not 
rationalized. Such short comings are expected to be overcome by the present calculations 
based on CVM and PPM. 

As approaching transition temperature, a dynamic feature of the transition is 
manifested and various pre-transition phenomena including the slowing-down phenomenon 
begin to appear. A key theoretical quantity to analyze such phenomena is the generalized 
susceptibility. Calculations of the susceptibility within the CVM have been one of the 
main focal points in the series of our investigations (Mohri,1999; Mohri,2000a,b) on 
pre-transition behavior. Even by combining CVM with electronic structure total energy 
calculations, the first-principles study of the susceptibility was attempted for Cu-Au system. 
The main results are reproduced from the previous study (Mohri,2000a). The discussions 
on the calculated susceptibility constitute the third subject of the present paper. 

Finally, the temperature dependence of the relaxation time during the isothermal aging 
process following up-quenching operation of the Ll0 ordered phase is calculated by PPM 
(Mohri,2000a,b).     In  contrast  to  the  susceptibility  which  provides  thermodynamic 
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information on the intrinsic stability of a given system, the present calculations are 
expected to yield a direct evidence comparable with experimental measurements. The 
organization of the present paper is as follows. For the sake of completeness, in the next 
section we summarize the theoretical aspects of CVM and PPM. The main results and 
discussion are presented in the third section. 

THEORETICAL BACKGROUND 

Cluster Variation Method 

Theoretical aspects of the CVM have been amply demonstrated in already published 
papers. Therefore, in this section, essential aspects necessary for the present study are 
recalled. 

The key of the CVM is the wide range of atomic correlations explicitly incorporated in 
the free energy formula through the entropy term. The range of the atomic correlations is 
equivalently expressed as the size of the cluster and, therefore, the largest cluster involved 
in the entropy term determines the level of the approximation. Within the Tetrahedron 
approximation (Kikuchi,1974), for instance, for which the tetrahedron cluster is the largest 
cluster, the entropy term is given as 

S  =kB\n 
n<*-y»)! 

A6 

■M 

\5    / \2 (1) 

where kB is the Boltzmann constant, N the total number of lattice points and x,, yu, wiJtl 

are probabilities for point, pair and tetrahedron clusters, respectively, of which atomic 
configuration is specified by subscript(s). It is noted that +1 and -1 are assigned to 
subscript depending on A and B atoms, respectively. Throughout the present study, body 
of the calculations are carried out with the Tetrahedron approximation. 

A common practice of formulating the internal energy is to employ the nearest 
neighbor pair interaction energy model given as 

2 tf 
(2) 

where Z is the coordination number and<?,y is the atomic pair interaction energy between 

the nearest neighbor i-j pair. 
Since, for most metallic alloy systems, a central force is responsible for cohesion, the 

neglect of the multi-body interaction forces may be rationalized as a first approximation. 
On the other hand, the effects of the distant pair interaction energies are not trivial. 
According to the ground state analysis (Richards and Cahn,1971; Kaburagi and Kanamori, 
1975), however, it is assured that theLl0 ordered phase can be stabilized with merely 
nearest neighbor pair interactions. In order to avoid numerical complications, the present 
study is limited to the nearest neighbor pair interaction model. Then, together with the 
entropy formula given in eq.(l), the free energy is symbolically written as 
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E-T-S = F^ij\,x,yu,wJ W (3) 

Equivalent to the cluster probability is the correlation function, £., where the 
subscript / indicates the size and the type of an atomic cluster. With a spin variable a(p) 
which takes either +1 or -1 depending upon A or B atom , respectively, located on the 
lattice point p, the correlation function, £,., is formally defined as the ensemble average 
of the spin variables, 

S^ioiPiYaiPiY-oip,} (4) 

It is readily shown (Sanchez et al,1978; Mohri etal, 1985b) that the correlation functions and 
a cluster probability are related by a linear transformation through, 

Xwr>„ =^T 1 + IX'('i'2 -i„R.      (n'e n) ^  1TL^'l¥2 •••'„;• Wf    (nen) (5) 

where the left-hand side indicates the cluster probability of a n-point cluster and this should 
not be confused with the point probability xit and Vm.(iti2 ■ ■ ■ in) constitutes the sum of 
the products of I,,I2,•••,/„ which are either +1 or -1 depending upon A or B atom 
respectively, located on n lattice points. Instead of describing the mathematical derivation of 
eq.(5), it is rather easy to grasp the insights by exemplifying cluster probabilities written in 
terms of the correlation functions. Demonstrated below are the three kinds of cluster 
probabilities appeared in the entropy term in eq.(l), 

*,=!(l + '6) (6) 

ys=^r{1 + ('+ ■/&+(&} (7) 

and 

%</ = ^-{l + 0' + j + k + /)■ £, + (ij + i/fc + // + ... + */)■ £2 

+ (ijk + ijl + .-. + jkl)-S3 + ijkl ■ £4} (8) 

Hence the symbolic representation of the free energy given by eq.(3) is rewritten as 

F = F{T^M^2^M (9) 

It should be noted that the above expressions are derived for a disordered phase, while 
the distinction of the sublattices based on the symmetry is indispensable for an ordered 
phase. One can realize that the breaking of the symmetry lifts the degeneracy of the 
correlation functions for a disordered phase as £, -> £,a and £,";<f;2 -»$™,E,aß and lßß; 

^3 -> trß and £fß and ^4 -> ^aßß, where a and ß constitute sublattices of the 

Il0ordered phase. Hence, the free energy expression for Ll0ordered phase corresponding 
to eq.(9) is written as 
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The advantage of the correlation function over the cluster probability is due to the fact 
that the correlation functions form a set of independent configurational variables. And it has 
been shown that any configurational quantities can be expanded in the configurational 
space spanned by the correlation functions (Connolly and Willaims,1983; Sanchez et 
al,1984). In fact, the internal energy given by eq.(2) is expanded as 

*(M=Xv»-& (]1) 

where the coefficient term vk is the effective cluster interaction energy for the cluster 

specified by k. The effective interaction energy vt can be easily related to the atomic 

pair interaction energies e{j by substituting eq.(7) into eq.(2) and comparing the resulting 

expression with eq.(l 1). The effective pair interaction energy v2, for instance, is related to 

the atomic pair interaction energy ei} as 

v2=--(eAA+eBB-2eAB) • (I2) 

which has been known as the interaction parameter in thermochemistry. Then, by replacing 
{?,.} with {vk}, the free energy expression for disordered and Ll0 ordered phases given by 

eqs.(9) and (10) are, respectively, rewritten as 

F*=F(r,{vJ,^2,§3.«4) (13> 

and 

F°» = F(7\{V, }§," ,#■ ,$?,$? ,£f ,£"* ,Sf Alm )    • (14) 

Finally, the equilibrium state is obtained by minimizing the free energy with respect to 
the correlation functions, 

fdF_ 

Jr. 

= 0 , (15) 

where 7 represents either a or ß for the Ll0 ordered phase while no specification is 
necessary for the disordered phase. The comparison of the equilibrium free energies of 
disordered and Ll0 ordered phases yield a phase diagram as will be shown in the next 
section. Also, the generalized susceptibility which is one of the major interests in the 
present study is calculated based on eq.(14). 

It is pointed out that, in order to achieve higher accuracy, Tetrahedron-Octahedron 
(hereafter abbreviated as T-O) approximation (Sanchez et al.,1978; Sanchez et al.,1980; 
Mohri et al., 1985b) is desirable. However, the T-O approximation of the PPM forLl0 

ordered phase is not yet at our hand. In order to keep the consistency between CVM and 
PPM calculations, the Tetrahedron approximation is employed in the present study. We, 
however, note that Tetrahedron approximation has been recognized as the minimum 
meaningful   approximation  for  fcc-based  systems   and  various  calculations  including 
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first-principles    calculations    were    achieved    successfully    within    the    Tetrahedron 
approximation. 

Path Probability Method 

Unique to the PPM is the fact that the cluster probabilities or their derivatives are not 
explicitly dealt with, which is in marked contrast with other kinetic theories. Also, it is 
noted that most kinetic theories assume that driving force of the time evolution is 
proportional to the gradient of the free energy, but this is valid only for the 
near-equilibrium transition. On the contrary, being free from the free energy, PPM is able 
to deal with not only the near-equilibrium but also far-from-equilibrium transitions. 

As was described in the previous section, PPM is the natural extension of the CVM to 
the time domain. Corresponding to the free energy of the CVM is the path probability 
function P, while the counterpart of the cluster probabilities in the CVM is the path 
variable, Eni(t;t +At),which relates the cluster probabilities p at time rand at time 
t + At  through 

P,(t + At)= pv(?)+ £C,.s • H,.s(/;t + At) (16) 

where y/\ 0, 77 and g represent an atomic configuration andC„?is a coefficient term 

which depends on the type of the kinetics adopted in the model. One may grasp the insights 
by exemplifying the relation between point path variables Ev4(t;t + At)= X, and point 

cluster  probabilities   p,(f) =*,(?)   and   Pl(t + At)= xt(t + At)   given   in   the   following 
manner, 

x,(r)- Xu +X,j ^i) 

and 

xl{t + At)=Xu+X^! (18) 

Hence, corresponding to eq.(16), one may obtain 

xI(r + Af)=xl(f)-X,J+XT| (19) 

with  ClT=-l  and  CTj = 1.    In a similar manner, the relationships given by eq.( 16) can 
be confirmed for a bigger cluster. 

By employing the path variables, the path probability function is written as the product 
of three terms, 

P = PrP2-P3 (20) 

with 

pl=(e-Aty^'*x-^(i-e.AtY^'*x-^  , (2i) 
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= exp 
A£ 

2kB-T 
(22) 

and 

^3  = 

r                  \ 6 

Tlw-V- m 
{ ij.kt                          ) 

Yl(N-W(j ijkLmnop > 
ijkLmnnp 

Ylw-XiJ1 
V 

(23) 

where   G   is the spin-flip probability per unit time,   YiJM   and   Wijklmm)p   are the path 

variables for pair and tetrahedron clusters, respectively, and AE is the change of the 
internal energy during an infinitesimal time period At. With the aid of eq.(ll), A£is 
further described as 

A£ = Xv,.-A£,.-/vA£, (24) 

where  A£;  is    the change of   correlation function for i- cluster during  At  and^i,   is 

the effective chemical potential. It is also noted that the spin-flip probability is further 
described as 

0 = v•exp Aß 
k.-T 

(25) 

which incorporates thermal activation process characterized by attempt frequency    V   and 
activation barrier Aß. 

Two points should be made clear about the path probability function. First, P,, P2 and 
P3 described above are valid only for the spin kinetics (Glauber dynamics) (Glauber, 1953). 
When the exchange kinetics (Kawasaki dynamics) (Kawasaki, 1966) is considered, the 
additional constraints are imposed since the species is strictly preserved, which is in marked 
contrast with spin kinetics for which the conservation law is not observed. Furthermore, 
when the vacancy mechanism is taken into account, in addition to the conservation law of 
exchange kinetics, the microscopic freedom of atomic motion is greatly increased. 
Although the formal structure of eq.(16) is not altered in both exchange kinetics and 
vacancy mechanism, the coefficient term C      is largely modified depending on the type 

of kinetics. In order to avoid numerical complications accompanied by exchange kinetics 
or vacancy mechanism, the present study is limited to a simple spin kinetics. Hence, the 
present study should be viewed as a precursor to a more realistic alloy kinetics for which 
vacancy mechanism is predominant. Consequently, 1 and 1 which indicated A and B 
atoms should be read as up and down spins, respectively. 

The second point is that above formulae are developed for a disordered phase and the 
modification is necessary for the Ll0 ordered phase due to the broken symmetry, which is 
quite analogous to what was discussed for CVM in the previous section. For the point 
path variables, for instance, the degeneracy is lifted as  XLj -> Xjj where y specifies the 
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sublattices, a and ß. It should be recalled that one of the well accepted definitions of 
LRO is the difference of the concentrations of a fixed species between two sublattices. By 
extending eq.(19) to an  Ll0 ordered phase, time evolution of the LRO, S(t), is given as 

= <(r)-xf(0-(^T-^T)+(xf,-Xf,) 

= 5(r)-(x«T-^)+(xf1-Xf]) (26) 

For a larger cluster, a similar argument is also applied. 
The most probable path of the time evolution is determined by maximizing the path 

probability function with respect to the path variables, 

dP 

WQ) 
= 0 (21) 

This is a counterpart of the minimization condition of the CVM free energy given in eq.(15). 
Then, by solving simultaneous equations, one can obtain the optimized set of path variables 
for each time step. With these optimized path variables, time evolution of the cluster 
probabilities are pursued through eq.(16) with a given set of initial conditions which are 
pre-determined by the CVM as an equilibrium condition at the initial temperature before 
the up-quenching operation. In particular, for the LRO which is our main concern, eq.(26) 
can be directly applicable with S(t = 0)as an initial condition to follow the time evolution 
behavior. Main results are presented in the following section. 

RESULTS AND DISCUSSION 

Phase diagram and spinodal disordering within CVM 

The phase diagram calculated within the Tetrahedron approximation of the CVM for 
Ll0-disorder in the vicinity of 1:1 stoichiometric composition is shown in Fig. 1. The 

temperature a\is,kB -T/v2 , is normalized with respect to the nearest neighbor effective pair 

interaction energy v2. Note that this convention is held throughout the present study, and 
in order to simplify the notation, kB ■ T/v2 is written as T unless a specific remark is made. 
A broken line in the figure is the locus of the <100> spinodal ordering temperature. The 
transition temperature and spinodal ordering temperature obtained at 1:1 stoichiomertry in 
the present study are 1.89 and 1.63, respectively. 

Shown in Figs.2(a)-(g) are the temperature variation of the free energy-LRO curve at 
1:1 stoichiometric composition. At a fixed composition of 1:1 stoichiometry, the number 
of the independent variables is reduced due to the lattice symmetry and the free energy of 
the  Ll0 ordered phase given in eq.(14) is rewritten as 

FL,°=Ftr,{vt\tf,$?>,$?,Z?*.$?*ß)        , (28) 
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Disorder 

cone. 

Figure 1. Ll0 -disorder phase diagram in the vicinity of 1:1 stoichiometric composition. 
Temperature axis is normalized with respect to nearest neighbor effective pair interaction energy 
12. The broken line is the locus of <100> spinodal ordering. 

where the relations, £,« = -tf &" =£2"" and £f* =-£fß are noticed. Among these 

variables, I;" serves as the LRO parameter defined as S in the previous section. The 

equivalence of £°   and  S   is readily verified with the following relation 

x]=\{\ + i-^) (29) 

where 7 refers to aorß. This is an extension of eq.(6) defined for a disordered phase to 
an ordered phase. All other correlation functions in eq.(28) are short-range order parameters. 
Hence, the series of figures in Fig.2 are obtained by minimizing the free energy with 
respect to the short range order parameters under a given set of LRO £" and 
temperature T, 

l*< 
(30) 

r 

This is a constrained minimization process. 
In each figure, vertical and horizontal axes indicate free energy and LRO, respectively, 

and null value of the LRO indicates a complete random solid solution while a unity 
suggests a completely ordered LI 0 phase which is realized only at absolute 0 K. A finite 
value indicates some degree of order. At the transition temperature T, (Fig. 2d), the free 
energies of both disordered and ordered phases become equivalent. Above the transition 
temperature, the free energy of the disordered phase becomes lower than that of the ordered 
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Figure 2. Temperature dependence of Free energy-LRO parameter curves calculated within the 
Tetrahedron approx.mation of the CVM. The vertical and horizontal axes indicate free energy and 

LRO, respectively, (a) T=2.0, (b) at spinodal disordering temperature r+ = 1.94,(c) T =1.93, (d) 

at Transition temperature T, =1.893, (e) T =1.80, (f)at spinodal ordering temperature 

T " = 1.633 and (g)  T =1.60. 
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phase and the disordered phase is stabilized. One notices there exists two regimes above the 
transition temperature. One is characterized by an unstable ordered phase (Fig. 2a) and 
the other is by a metastable ordered phase (Fig.2c). These are distinguished by the existence 
or non-existence of the free energy hump, and the temperature at which this free energy 
hump starts to appear or disappear is the spinodal disordering temperature (hereafter 
denoted by 7+ )(Fig. 2b), a central concern of the present paper. In the figures, one easily 
notices that the analog to the spinodal disordering is the spinodal ordering temperature 
(hereafter denoted by T~) (Fig. 2f) below the transition temperature. These two notions are 
conjugate of each other. 

It is noticed that, at the spinodal disordering (ordering) temperature, the free energy 
curve becomes flat at the metastable ordered (disordered) phase, indicating the loss of 
stability and spontaneous disordering (ordering) process sets in. This is the thermodynamic 
significance of the spinodal disordering (ordering) temperature, and is mathematically 
written as the vanishing condition of the second-order derivative of the free energy with 
respect to the LRO parameter. 

Kinetic evidence of spinodal disordering 

So far, the spinodal disordering is discussed based on the free energy, namely the 
vanishing condition of the second-order derivative of the free energy with respect to LRO 
at the metastable ordered phase in the disordered phase region. It is desirable to examine 
the kinetic aspect of the spinodal disordering as was attempted for the spinodal ordering 
(Mohri, 1994a). 

The system at 1:1 stoichiometric composition is maintained initially at 7 = 1.20, then 
is up-quenched at two temperatures, 1.93 and 2.00, above the transition temperature and the 
time evolution of LRO is calculated based on eq.(26). The superheated ordered phase is 
expected to transform to a more stable disordered phase either by NG or spinodal 
disordering mechanism. 

The three curves in Fig. 3 are time evolution behaviour of LRO at 7=1.93 for three 
different initial conditions. Note that the time is normalized with respect to the spin-flip 
probability throughout the present study. The upper thick curve indicates the natural 
relaxation for which no extra chemical potential is added at the initial time t = 0. Hence, 
the initial value of LRO 0.9965 is exactly the equilibrium LRO at 7=1.20. One can see that 
the LRO relaxes with time towards a steady state value of 0.7831 which is confirmed to be 
the equilibrium value at 7=1.93 for the metastable Llo ordered phase. This confirms that 
the first-order transition does not proceed without fluctuation. The other two curves 
indicate the biased relaxation for which extra chemical potential A//, is imposed in 
eq.(24) right after the up-quenching operation. This is reflected as the deviations from the 
equilibrium LRO at 7=1.20 suggested by the natural relaxation curve at r = 0, which 
simulates the fluctuation to trigger the first-order transition. As one can see by a thin solid 
line, when the imposed fluctuation is small, the system goes back to the metastable Llo 
ordered phase, which is indicated by the merging into the natural relaxation curve. On the 
contrary, for the bigger initial fluctuation (lower thick curve), the system transforms to the 
stable equilibrium disordered state as is confirmed by the null value of the LRO in the 
steady state. 

Hence, one realizes that, below the spinodal disordering temperature, there exists a 
critical amount of ordering fluctuation which is necessary to trigger the transition. This is, 
in a manner, similar to a NG process. It should be, however, noticed that the actual NG 
process takes place spatially in a heterogeneous manner and the present free energy 
expression which assumes the uniformity of a system is not fully appropriate for the 
description of the NG. 

As shown in Fig. 4 at 7 = 2.0 above the spinodal disordering temperature, on the 
other hand, no appreciable fluctuation is necessary to trigger the transition. The superheated 
metastable 71 o ordered phase spontaneously transforms to a disordered phase. We claim 
this is the kinetic evidence of the spinodal disordering process. 

133 



Figure 3. Time evolution behavior of LRO at temperature T=1.93 under three kinds of extra 
chemical potentials imposed at an initial time. Time axis is normalized with respect to the 
spin-flip probability. 

Figure 4. Time evolution of LRO at T=2.0. Time axis is normalized with respect to the spin-flip 
probability. 

Generalized susceptibility 

Dynamic aspects of the phase transition phenomenon is manifested as approaching the 
transition temperature. One of the measures of such a behavior is the temperature 
dependence of the generalized susceptibility, % > which is defined as the inverse of the 
second order derivative of the free energy function, 

d2Fu" 
(31) 

IT.\ 
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Figure 5. Temperature dependence of the susceptibility at 1:1 stoichiometry calculated within the 
Tetrahedron approximation of the CVM. 

Hence, this provides a measure of the flatness of the free energy surface. In the present 
study, we calculate the temperature dependence of the generalized susceptibility at a fixed 
1:1 stoichiometry for the stable and metastable Ll0 ordered states below and above the 
transition temperature, respectively. The results are shown in Fig. 5. One easily 
confirms that the susceptibility increases abruptly as approaching the spinodal disordering 
temperature of T+ = 1.94. 
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Figure 6. First-principles calculation of the temperature dependence of the susceptibility for 
Cu-Au system at 1:1 stoichiometric composition. The temperature axis is normalized with 
respect to the transition temperature, 912 K. 
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This is in many ways quite similar to the divergence behavior of the susceptibility for 
a second order transition. In fact, Fig. 2b clearly indicates that the present divergence 
behavior shares the common origin with that of second order transition, namely the 
flattening of the free energy surface. In the first order transition, this takes place at the 
spinodal disordering temperature while, for the second-order transition, transition 
temperature and spinodal ordering and disordering temperatures coincide T* =Tt =T~, 

which is termed critical temperature  T . 

In order to examine a realistic alloy system, the first-principles calculation of 
susceptibility was attempted for Cu-Au system (Mohri, 2000a). We first performed the 
electronic structure total energy calculations for a set of selected ordered compounds as 
well as pure constituents as a function of lattice constant. Then, by performing the Cluster 
Expansion Method (Connolly and Williams, 1983), we extracted the effective cluster 
interaction energies up to nearest neighbor tetrahedron cluster. This procedure is originated 
in eq.(ll) and has been amply demonstrated in the previous literatures (Terakura et 
al.,1987; Mohri et al.,1988; Mohri et al.,1991). For the entropy part, Tetrahedron- 
Octahedron approximation of the CVM was employed, for which 32 independent 
configurationa! variables participate to describe the free energy of the Llo ordered phase. 
Once the free energy expression is derived, the minimization is performed to obtain the 
equilibrium state. Since the free energy is the function of not only the correlation functions 
but also the lattice constant, an extra minimization procedure with respect to the lattice 
constant is required in addition to eq.(30). Then, the second order derivative given by 
eq.(31) is calculated to estimate the susceptibility. More detailed procedure is described 
in the previous publications and we simply demonstrate the results obtained at fixed 1:1 
stoichiometric composition in Fig. 6. The temperature axis is normalized with respect to the 
transition temperature. The transition temperature determined by the present study is 912 K 
which is highly overestimated as compared with experimental value. The overestimation 
has been ascribed to the neglect of the local lattice relaxation process (Mohri et al.,1988; 
Mohri et al.,1991), but we simply assumed that the overall feature of the resultant 
temperature dependence may not be seriously affected when the local relaxation is properly 
incorporated. One sees that the susceptibility steadily increases above the transition 
temperature up to the spinodal disordering temperature, 7+ = 1.015(926 K). We note that 
more elaborate first-principles calculation (Ozolins et al., 1998a,b) incorporating the local 
lattice relaxation effects will provide correct temperature scale. 

Temperature dependence of the relaxation time 

As was seen, spinodal disordering was thermodynamically characterized by CVM and 
kinetics evidence was provided by PPM. In the previous section, CVM calculation of the 
susceptibility suggested that the slowing-down phenomenon is expected near the spinodal 
disordering temperature. In the present section, this is directly examined from the stand 
point of kinetics based on PPM. 

The system is again initially maintained at temperature 7=1.2 and is up-quenched to 
various temperatures. The relaxation time x during the isothermal aging process at aging 
temperature  T defined by the following equation is calculated. 

^(0=^('=-)-^(' = -)-^(' = 0)}.exp| (32) 

In the above eq.(32), £"(/ = 0) and %?(t = oo) are, respectively, the equilibrium values of 

<jj,aat initial temperature 1.20 and at the isothermal aging temperature T, respectively, 
determined by CVM. 
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Figure 7. Temperature dependence of the relaxation time. The system is initially at T=1.20. In the 
present calculation, the attempt frequency and activation energy are assumed to be 10 and 13, 
respectively. 

Shown in Fig. 7 is an example of calculated results with v = 10 and Aß =13 in 
eq.(25). One can see that the relaxation time once decreases with increase of temperature, 
whereas an abrupt rise is observed towards the spinodal disordering temperature through 
the transition temperature. This is a kinetic evidence of the slowing-down phenomenon for 
the first-order transition. 

In fact, based on electrical resistivity measurements, slowing-down behavior has been 
reported (Dahmani et al.,1985) for Ni^Pt-disorder transition. In view of the first-order 

nature of the transition, the phenomenon was termed /?.sei«/o-critical slowing down. This 
finding is most likely an experimental evidence of what we discussed in the present paper. 
We, however, should carefully clarify the following point before drawing any definite 
conclusions. 

The free energies of two competing phases, ie., disorder and  Ll0  ordered phases, 

approach together and finally becomes equivalent at  Tt. Hence the driving force for the 

disordering transition itself is gradually lost. In an ordinary experimental situation, this 
effect is not easily separated from the slowing-down phenomenon due to the flattening of 
the free energy surface, but they are rather superimposed. Hence, the abrupt increase of the 
relaxation time experimentally observed near the transition temperature is not ascribed to a 
single origin without a careful analysis. The rapid up-quenching experiment with efficient 
heating capability is quite necessary. This is believed to be an important subject to be 
explored in the future. 
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ABSTRACT 

The history geological terrains experience can be traced as a series of temperature and pressure changes. 
Each change drives the system toward a new state of thermodynamic equilibrium. The resultant overprinted 
rock fabrics, textures and chemical heterogeneities can be difficult to interpret. However, if carefully chosen, 
features from the scale of kilometers to nanometers can be used to reconstruct the history of mountain systems. 
Uplift of the Sri Lankan Central Highlands was rapid enough to preserve well-developed symplectite textures, 
some of which represent arrested solid-state diffusion-controlled reactions of garnet + 02 to form orthopyroxene 
+ plagioclase + magnetite, as the rocks were exhumed from over 30 km in the earth's crust. Our objective has 
been to determine the reaction mechanisms responsible for symplectite development, and to establish the time 
interval over which these reactions occurred, to constrain the rate of mountain uplift. Considering that the most 
rapid mechanism is solid state grain-boundary diffusion of oxygen, the reaction time can be constrained by 
bounding the rate of oxygen supply to the reaction site. The solid state grain boundary diffusion rate of oxygen 
has been inferred to be ca. 10"14 m2-sec (Farver and Yund, 1991), but is sensitive to inferred grain boundary 
width. The range of rates thus determined allows the distinction between rapid uplift similar to that of the 
Himalayan Mountains, and the slow and progressive erosion of a less dramatic terrain. Further constraints on 
diffusion control and energetic relationships are determined from crystallographic relationships between the 
reactant and product phases, and submicron scale microstructures. 

INTRODUCTION 

The evolution of the Earth's crust is recorded in the chemical and physical 
characteristics of the mineral phases that make up the crust. This history is preserved as 
recrystallization events, which can include changes in mineral composition and/or mineral 
structure, or can be recorded as net transfer reactions in which there is a change in the 
assemblage of coexisting mineral phases. These changes occur in response to changes in 
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pressure, temperature and stress conditions, which are the primary variables that affect rock 
properties. 

Generally, the history of large-scale events, such as mountain building and 
continental collisions, often extend over many millions of years. Often these histories 
include periods of time during which the rocks being considered experienced high 
pressures ( 0.1 to 1 GPa) and high temperatures (300 to 900 °C). The resulting history of 
pressure and temperature change (P-T history) thus tracks the up and down movement of a 
portion of the Earth's crust through time. Dating the rocks in such a sequence provides 
information concerning the time at which the rock sequence attained a particular pressure- 
temperature state, provided the date can be reliably tied to a specific mineral assemblage, a 
specific suite of micro-chemical properties, or a particular micro-structural characteristic. If 
a series of dates can be obtained at well-defined points along the P-T history, then the rate 
of movement of the crust can be determined. 

Rates of change in P-T histories are useful for piecing together crustal history, since 
such data allow motion vectors to be determined. Plate tectonics is the conceptual 
framework within which the evolution of the Earth's crust is described. This paradigm 
relates events recorded in the crust to movements of crustal segments. The magnitude and 
orientation of movement vectors allow distinction to be made between the different 
regimes that cause destruction, formation and modification of crust. 

Establishing movement rates on anything other than a multi-million year time scale 
has been difficult because of the lack of good benchmarks for mechanisms that can be used 
to record such events. Nevertheless, such data are required in order to refine models of 
plate motion, and to further develop understanding of the underlying mechanisms 
controlling plate dynamics. 

In this report we present the preliminary determination of the rate of a specific 
diffusion-controlled, arrested net transfer reaction that potentially records a specific point 
along a P-T trajectory for a sequence of rocks from Sri Lanka. Further application of this 
approach may allow refinement of highly resolved motion vectors for crustal segments, 
thus contributing to a better understanding of plate movements and the mechanisms' 
controlling plate tectonics. 

DIFFUSION CONTROLLED REACTIONS IN ROCKS 

Diffusion controlled processes are responsible for many of the key chemical 
characteristics that record P-T history. Compositional zoning within crystalline phases, 
inter-phase ion exchange, and net transfer reactions involving multiple crystalline phases 
are all diffusion controlled. Each of these diffusion-controlled processes could potentially 
be used to evaluate the time-resolved motion vectors, if the underlying diffusion controls 
could be determined. However, a major limitation in deciphering the relevant rates is 
uncertainty in the applicable diffusion coefficients. Diffusion coefficients derived for 
geological materials differ by many orders of magnitude, depending upon the relative 
importance of a fluid phase along grain boundaries. In certain cases, such as the formation 
of hornblende-spinel-orthopyroxene coronas around olivines (Ashworth, 1993) textures 
have been described in terms of fluid-absent grain-boundary and intra-crystalline Al 
diffusion, and have been used to infer that long time periods (>1 million years) were 
required for corona growth. In contrast, corona growth has also been documented in 
carbonate-silicate experimental systems in which the total time duration of mineral 
development was tens of days, and the presence of a fluid phase was documented (Lütge 
and Metz, 1993). 
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Symplectites (Figure 1) are similar to corona textures in that a shell of product 
minerals surrounds a reactant mineral phase. In some cases the shell is complete, in others 
it is discontinuous. The product minerals develop when the free energy at the grain 
boundary exceeds that of a different but compositionally equivalent mineral assemblage. 
This condition has been observed to develop between pairs of minerals, as well as in 
response to changes in chemical potentials. 

L_j Garnet-p 
l" ~~l Plagioclase-s 
O Plagioclase-p 
[Z_ Quartz-p 

Magnetite-p 
Magnetite-s 
Orthopyroxene-p 
Orthopyroxene-s 

0.1mm 

Figure 1. Schematic diagram of symplectite texture and phase relationships.. Note the difference in grain size 
and grain form between the mineral phases that had formed pripr to symplectite development (designated by 
"-P" for primary) and those minerals that form during symplectite growth (designated by "-S" for secondary). 
Figure modified from Sandiford et al. (1988). 

Symplectites commonly are worm-like intergrowths of two or three minerals. The 
large length to width ratio of these crystals, and their very small size, suggest that crystal 
interfacial energy is high and, hence, the duration of time at elevated temperature 
insufficient to allow grain coarsening. The long axis of the worm-like forms is generally at 
a high angle to the interface with the reactant mineral phase, thus providing a relatively 
high number of symplectite mineral grain boundaries per unit area of reactant mineral 
surface area. As discussed later, this is significant for models of symplectite growth in 
which grain boundary diffusion is the rate-limiting step. The textures indicate that reaction 
did not completely consume the garnet, providing a clear example of an arrested reaction 
relationships 

SRI LANKA PYROXENE-FELDSPAR-MAGNETITE SYMPLECTITES 

The geology of Sri Lanka (Fig. 2) is dominated by the Highland Series, which runs as 
a broad band in a NNE - SSW trend through the central part of the island. These rocks are 
high-grade metamorphic rocks which have experienced a complex metamorphic and 
structural history. This history includes an early recrystallization event between 1.94 and 
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Figure 2. Geology of Sri Lanka. The samples were collected from outcrops near the city of Kandy. Map 
modified from Sandiford et al. (1988). 
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Figure 3. The inferred temperature-pressure pathway followed by the Highland Series rocks. The heavy 
shaded line, which is derived from the trajectory presented in Schenk et al. (1991), is their generalized 
interpretation of the conditions of «crystallization during cooling and uplift of the Highland Series rocks. 
Also shown are the P-T conditions determined by Faulhaber and Raith (1991) for the symplectites they 
analyzed from the Highland Series rocks. The P-T conditions computed for garnet and coexisting quartz 
inclusions in our samples are indicated, as are the conditions computed for the symplectites in this study. 
Because the absolute temperatures are unknown for our samples, we computed pressures, assuming the 
temperatures were between 600°C and 700°C, based on the coexistence of garnet-orthopyroxene-plagioclase. 
We infer that the actual conditions of symplectite growth fall close to the inferred P-T trajectory of Schenk et 
al. (1991). 
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Figure 4. Photomicrographs of Sri Lanka symplectites used in this study, a. with polarizing filter, b. without 
polarizing filter. Largest figure dimension is 2.3 mm. 
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1.1 billion years ago, followed by a series of deformations and recrystallizations, 
culminating in relatively rapid uplift sometime between 0.67 and 0.55 billion years ago 
(Sandiford et al., 1988; Kriegsman, 1991; Kehelpannala, 1991). 

Some interpretations suggest that the Highland Series has been emplaced over lower 
grade rocks during the last major recrystallization (e.g., Kriegsman, 1991). Nevertheless, 
there is general agreement that this complex history involves an early stage at very high 
temperatures (ca. 900°C) at elevated pressures (ca. 0.8-1.0 Gpa). This period was followed 
by possibly protracted, nearly isobaric cooling, and then a dramatic increase in the rate of 
change of pressure with temperature, suggesting rapid uplift (Schenk et al, 1991: Fig. 3). 

Within the Highland Series, near the city of Kandy, occurs a series of rock outcrops 
in which symplectites of orthopyroxene, plagioclase, and magnetite have developed around 
almandine garnets (Fig. 4). The symplectites developed in rocks that originally were com- 
posed of plagioclase feldspars, orthopyroxenes, hornblendes, biotites, garnet and quartz. 
Although plagioclase feldspars, orthopyroxenes, hornblendes, biotites and quartz in the 
bulk rock show clear evidence of strain, the symplectite grains do not. Hence, the minerals 
composing the symplectite are generally compatible with conditions suitable for 
orthopyroxene stability, but they post date the deformation period. 

The garnets that have symplectite surrounding them contain inclusions of plagioclase 
and quartz. Quartz also occurs within the symplectites at the garnet-symplectite interface as 
a product mineral phase. This stable coexistence of garnet + quartz demonstrates that the 
symplectites did not form in response to the reaction: 

(CaMg2)Al2Si3012 + Si02 O CaAl2Si208 + 2MgSi03 

Instead, the reaction relationship represented by the symplectite must represent a change in 
some chemical condition affecting the external grain surfaces of the garnet, and not a 
change in intensive parameters such as temperature or pressure. 

We propose that the actual reaction responsible for symplectite growth was controlled 
by oxygen availability: 

(Cao.6 Fe+2i.9 Mgo.5)(Fe3+Al1.8)Si3Oi2 + 0.125 02 « 
(garnet) 

1.25 (Fe+2o.6Mgo.4)Si03 + 0.6 CaAl2Si208 + 0.55 Si02 + 0.65 Fe+2(Fe+3i.08 Alo.92)04. 
(orthopyroxene) (plagioclase) (quartz) (magnetite) 

The stoichiometry of this reaction is based on microprobe analyses of the 
compositions of the mineral phases occurring at the garnet - symplectite interface, with the 
exception of the spinel phase (magnetite), the composition of which is based on partial 
analyses of these phases, and their optical properties in reflected light. This reaction 
suggests that the change in chemical condition was related to the oxygen fugacity. 

The outer edge of the symplectite defines the original location of the garnet grain 
boundary, prior to reaction. Symplectite development occurs as a volume replacement of 
garnet by the nearly compositionally equivalent assemblage orthopyroxene-plagioclase- 
magnetite-quartz. In order to sustain symplectite growth, oxygen diffusion must occur 
along the symplectite grain boundaries. 

Within the symplectite occur domains in which the optical orientation of separate 
orthopyroxene grains is the same. This suggests that mineral growth during garnet 
breakdown is controlled by some topotactic relationship with the underlying garnet. 

Optical examination suggests that more distant (earlier formed) symplectite grains are 
more equant than those immediately adjacent to the garnet (Fig. 4). Measurement of the 
grain dimensions is consistent with this inference (Fig. 5). This suggests grain coarsening 
has occurred over the lifetime of the reaction process that generated the symplectites. As 
noted below, this point may play a role in explaining the arrested state of these reactions. 
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OXYGEN GRAIN BOUNDARY DIFFUSION AND SYMPLECTITE FORMATION 

Diffusion in geological materials has been the subject of several recent investigations 
(Ashworth, 1993; Farver and Yund, 1990, 1991,1995a,b, 1996 1998; Ashworth et al., 1998 
a,b; Obrien, 1999). These results add to a large body of literature that has shown through 
various means and in a wide range of materials that intercrystalline or volume diffusion is 
orders of magnitude slower than fluid mitigated grain boundary diffusion. Debate still 
exists, however, over several key aspects of what is considered to be grain boundary 
diffusion in the absence of a fluid phase. Some studies (Ashworth, 1993) have suggested 
that fluid absent grain boundary diffusion is virtually indistinguishable from volume 
diffusion, and thus the corresponding diffusion coefficients are assigned approximately 
equivalent values. Others have presented experimental results purporting to demonstrate 
that fluid-absent grain boundary diffusion coefficients are intermediate between those of 
volume diffusion and fluid-mitigated grain boundary diffusion (Farver and Yund, 1991). 
Important in these debates are questions concerning the width of grain boundaries, which 
may be expected to change with pressure and temperature, and the physics of atomic 
migration in these regions. 

Le Claire (1963) developed a formalism to evaluate analytical data obtained from 
laboratory experiments that consider grain boundary diffusion, which is expressed as: 

D*8 = [(dine) /(dy 6'5)]"5/3 (4D/t)"2 [(dine) /(d^ß""2)6'5)]5'3 (1) 

where D* is grain boundary diffusion coefficient, 8 is grain boundary width, c is the 
concentration at depth y, D is the volume diffusion coefficient, r\ is a dimensionless 
number dependent on D, y, 8 and time, and ß is a parameter dependent on D, D*, 8 and 
time. This formalism is based on rearrangement and simplification of the equations 
derived by Whipple (1954). This formalism is valid within limits described by Le Claire, 
as confirmed by Chung and Wuensch (1996). The fundamental limit is that ß be greater 
than approximately 10. When applied, these limits result in the following simplified 
version of (1): 

D*8 = [(dine) /(dy6'5)]"5'3 (4D/t)"2 (0.661) (2) 

Using the approach proposed by Le Claire, Farver and Yund (1991, 1995a,b, 1996, 
1998) have analyzed the results of a series of experiments they have conducted in which 
they consider grain boundary diffusion of oxygen, potassium and calcium in geological 
materials. From these analyses they have proposed grain boundary diffusion coefficients 
for these elements. 

We have opted to use their diffusion coefficient for fluid-absent oxygen grain 
boundary diffusion to evaluate the time duration over which the symplectite developed in 
the Sri Lanka sample described above. Our interest is in establishing a time limit for the 
duration of reaction. We believe that using this diffusion coefficient will provide a means 
for defining a time interval over which it is likely symplectite growth occurred. These 
results are preliminary for several reasons. 

First, the effective grain boundary width remains unknown. Formation of the 
symplectites occurred at highly elevated temperatures and pressures, and evidently during 
uplift. There are no experimental data for grain boundary widths under such conditions. We 
have therefore taken le-9 meters as a first approximation of an average grain boundary 
width for the present polymineralic assemblage for similar reasons to those discussed by 
Farver and Yund (1991). They consider estimates for metals and simple oxides as well as 
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Figure 5. Width (a.) and length (b.) dimensions of seventy-four symplectite orthopyroxene grains, as a 
function of distance from garnet grain edge. All distances are in millimeters. Also shown is the length to 
width ratio of the orthopyroxene grains, as a function of distance from the garnet (c). 
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ex-post facto transmission electron microscope (TEM) observations (not at pressure or 
temperature) of more complex silicate structures. The value of le-9 meters should be near 
the lower limit of possible values for the polymineralic simplectite assemblage. Grain 
boundary widths, Farver and Yund (1991) note, must be on the order of a unit dislocation 
width (Burgers vector of albite and orthoclase is 0.8 nm). 

Second, we have assumed that grain boundary properties in these natural rocks are 
similar to the mineralogically distinct (quartz vs plagioclase-orthopyroxene-magnetite- 
quartz) and laboratory annealed fine grained quartz samples used in the Farver and Yund 
(1991) experiments. It is unlikely that the grain boundaries are identical, but the 
differences, and their significance with respect to the magnitude of the diffusion 
coefficients are unknown. In the absence of reference data that would allow us to better 
characterize the natural grain boundaries, we will use the data from the reported 
experiments and emphasize the inherent uncertainties that must be kept in mind. 

Third, in order to apply the Farver and Yund diffusion coefficients it is necessary to 
assume that the role of a fluid phase was the same. This cannot be assured. It is conceivable 
that the grain boundaries in the Sri Lanka samples were partially wetted by a fluid phase of 
unknown composition. For the present, we will simply assume that fluid condition along 
the grain boundaries in the different sets of materials was similar. 

We can constrain the time duration of the reaction by considering two limits. The 
maximum distance over which diffusion could have occurred is the width of the 
symplectite zone. Although this width varies from location to location, a value of le-4 
meters is about average. We also assume in this case that the diffusion gradient was linear 
over this distance, and was constant with time. The minimum distance over which diffusion 
occurred cannot be established directly, but for calculational purposes we assume that it 
was approximately equivalent to that achieved in the laboratory experiments of Farver and 
Yund (1991)(6e-6 meters). Assuming that the rate-limiting step in the reaction progress 
was oxygen diffusion, we solve for the time duration required for oxygen to diffuse these 
distances. The results for these calculations are shown in Figure 6. 

DISCUSSION 

The results in Figure 6 show that the maximum time over which symplectite growth 
occurred was approximately 500 years, and the minimum time was a few weeks, depending 
upon the actual diffusion distance. From the physical perspective argued in the paragraph 
below, the longer time period is unlikely. 

Initiation of the symplectite growth at the original garnet surface must have begun 
when the P-T-fD2 conditions achieved values outside the garnet stability field. Symplectite 
growth would then be limited by oxygen diffusion along symplectite grain boundaries. Two 
possible reaction pathways can be postulated that would reflect the evolution of the 
symplectite, once its development had been initiated. Either the diffusion gradient at the 
garnet interface maintained a constant value and migrated inward toward the garnet, or the 
gradient decreased with time as the symplectite grew (Figure 7). In the case of the former 
scenario, the gradient would migrate at a rate equivalent to the diffusion rate. In this case, 
the total time required to achieve a symplectite thickness of 1 x 10"4 meters would be 
approximately 0.1 years, at 600°C. 

Were the diffusion gradient to have decreased with time, oxygen would have been 
depleted in the region immediately outside the original garnet surface. The decrease in 
oxygen fugacity would be expected to be recorded in the minerals adjacent to the original 
garnet surface. However, neither a change in oxide mineralogy nor evidence of reactions 
involving reduction of iron in mixed Fe++ - Few phases is seen in this area. Hence we 
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Table 1. Values, sources and assumptions for key variables used in calculation of diffusion 
distances 

Variable Assigned Value Comment 

Grain Boundary Width 1.0 E -9 meters Assumed from Farver and 
Yund, 1991 

Oxygen Diffusion Coefficient 5.0 E -15 Ibid, assuming 600°C 

Concentration Gradient 3.4 Ibid 
(dlnC) 

conclude that oxygen flux along symplectite grain boundaries occurred at a rate 
approximately equivalent to that at the symplectite-garnet interface. 

These results imply that the symplectite textures formed over a few week period 
during decompression. This short duration reflects the mechanism responsible for this grain 
growth - grain boundary diffusion of a relatively mobile component. This is in contrast to 
retrograde corona textures formed around olivines (Ashworth, 1993), for example, in which 
the rate-limiting step in the corona growth is Al volume diffusion. The mechanism 
responsible for the symplectite-forming reaction cannot be resolved between changes in 
pressure, temperature or oxygen fugacity. It is likely that a combination of changes 
involving these variables was responsible, since these variables are coupled. 

Cessation of the reaction could have been the result of changes in oxygen fugacity, or 
changes in the mobility of oxygen along the grain boundaries. The latter may have been at 
least partially responsible since, as previously noted, the symplectite grains become less 
elongate and coarsen with time. This change has the consequence of diminishing the 
density of grain boundaries that are oriented perpendicular to the garnet surface, making 
more tortuous the oxygen diffusion pathway. We speculate that a point was eventually 
reached at which oxygen diffusion was choked off due to this reorganization of grain 
boundaries. 

CONCLUSIONS 

The results presented here suggest that symplectite growth around garnets in this 
environment was controlled by changes in oxygen fugacity. This change was associated 
with decompression and could result from any combination of changes in P-T and oxygen 
partial pressure. 

Available evidence suggests that the duration of the symplectite growth was on the 
order of a few weeks. This short duration reflects the mechanism responsible for this grain 
growth - grain boundary diffusion of a relatively mobile component. Far slower reactions 
have been estimated for mechanisms such as retrograde corona textures in which the rate- 
limiting step is Al volume diffusion. The resulting diffusion coefficients are approximately 
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nine orders of magnitude larger, and the inferred time duration for the corona growth are 
millions of years. 

These results emphasize that trajectories of inferred pressure-temperature pathways in 
P-T diagrams grossly integrate complex histories, and do not provide any direct 
information about rate of crustal movement. To fully understand crustal evolution, methods 
resulting data can then be used to place within a plate tectonics framework the vertical 
component of motion specific crustal terrains have experienced. 

Uncertainties in the calculations we have performed primarily reflect the use of 
values for variables, such as grain boundary width, that were obtained from measurements 
on materials (metals and simple oxides) which are not close analogs to complex silicates. 
Also, the conditions under which the measurements were made do not closely approximate 
the extreme temperatures and pressures experienced by the geological materials. Obtaining 
more accurate measurements or calculated values for geologically appropriate mineral 
phases is a significant challenge but, when accomplished, will greatly enhance our ability 
to better constrain the evolutionary history of the crust and greatly expand our ability to 
understand large scale geological processes. 

* This work was performed under the auspices of the U.S. Department of 
Energy by University of California Lawrence Livermore National 
Laboratory under contract No. W-7405-Eng-48. 
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KINETIC FEATURES OF NON-SIMPLEST 
ALLOY ORDERINGS: 
D03, L12,AND Llo ORDERINGS 

K.D. Belashchenko, V.Yu. Dobretsov, I.R. Pankratov, G.D. Samolyuk, 
and V.G. Vaks 
Russian Research Centre 'Kurchatov Institute', Moscow 123182, Russia 

ABSTRACT 
The earlier-developed master equation approach is used to study kinetic features 

of alloy orderings with more than two types of ordered domains. We develop a ki- 
netic cluster field method being a kinetic analogue of the known cluster variation 
method, and present a microscopical model for deformational interactions in concen- 
trated alloys. The described methods are used for extensive simulations of various 
phase transformations involving D03, Ll2 and Ll0 orderings. The simulations re- 
veal a number of interesting microstructural effects, many of them agreeing well with 
experimental observations. 

INTRODUCTION 

Studies of microstructural evolution under phase transitions of al- 
loy ordering attract great attention from both fundamental and applied 
points of view, see e.g. [1, 2, 3, 4, 5, 6, 7, 8, 9]. There has been much 
theoretical work on these problems, e.g. [10, 11, 12]. However, most 
of theoretical papers treat the simplest B2 type orderings with just two 
types of antiphase ordered domains (APDs) and one type of antiphase 
boundaries (APBs) between them. Yet ordered structures in real alloys 
are usually much more complex and include many types of APDs and 
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APBs. The 'multivariant' character of the ordering results in a number 
of kinetic features that are absent for the simplest B2 ordering. In this 
work we discuss these features for the phase transformations involving 
the most typical multivariant orderings, DO3, LI2 and Llo. 

To investigate these problems we employ the microscopical master 
equation approach to the configurational kinetics of non-equilibrium al- 
loys suggested in Refs. [13, 14, 15, 16, 17]. First we discuss some ex- 
tensions of this approach necessary to treat the orderings under consid- 
eration. Then we describe an application of the developed methods to 
studies of microstructural evolution and morphological features of such 
orderings. 

THE KINETIC CLUSTER FIELD APPROACH 
We consider a binary alloy A-B with the interaction Hamiltonian 

H - Ylvijninj +  2  Vijkninjrik + ... (1) 
i>j i>j>k 

where n; = n,A is unity if the site i is occupied by A atom and n; = 
0 otherwise. The general form of the master equation approach was 
described in Refs. [16] and [17]. Below we present several main equations 
of this approach. The fundamental master equation for the probability 
P to find the configuration {n;} = a is: 

dP(a)/dt = £[W(a, ß)P(ß) - W(ß, a)P(a)] (2) 
ß 

where for the transition probability W(a, ß) we adopt the conventional 
'thermally activated atomic exchange' model [13, 14]. The most general 
expression for P{rii} can be written as 

P{n{} = exp[ß{ü + ]T XiUi - Q)]. (3) 
i 

Here ß = 1/T, the 'quasi-Hamiltonian' Q is an analogue of the Hamil- 
tonian H in (1): 

Q = YJ 
aijninj +   X]   aijkni7ljnk + ..., (4) 

i>j i>j>k 

the 'local chemical potentials' A; and the 'quasi-interactions' ai...j (be- 
ing, generally, both time and space dependent) are the parameters of 
the distribution, and the 'generalized grand canonical potential' Cl = 
fi{Ai)Oi...j} is determined by normalization. 
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The kinetic cluster field approach (KCFA) corresponds to putting 
quasi-interactions a;...j in Eq. (3) equal to interactions V{...j in Eq. (1), 
i.e. neglecting kinetic renormalizations of the quasi-interactions. Then 
one can derive from Eqs. (l)-(4) the kinetic equation for the mean 
occupation^c4(t) = (n,-) averaged over the time-dependent distribution 

P{n,-}[16]:' 

^ = ^Mij2sinh[/3(Ai-Ai)/2] (5) 

where Mij is the generalized mobility the general expression for which 
is presented in [17]. One can also show that the local chemical potential 
Xi in Eqs. (3), (5) is the partial derivative of the generalized free energy 
F{ci}\ Xi = dF/dci, and in KCFA we have: F = Q - £; At-c,- [16, 17]._ 

The simplest approximation for the solution of Eqs. (5) is the kinetic 
mean field approximation (KMFA) which is a kinetic analogue of the 
thermodynamic MFA. KMFA can be sufficient for studies of many prob- 
lems [12, 13, 14, 15], in particular, phase transformations in BCC-based 
alloys involving B2 and D03 orderings. However, to describe orderings 
in FCC alloys, in particular, Ll2 and Ll0 orderings, MFA is known to be 
insufficient and more accurate methods are necessary, such as the cluster 
variation method (CVM) [18, 19, 20]. Recently we suggested a simplified 
version of CVM, the tetrahedron cluster field method (TCFM) [21] which 
combines a high accuracy of CVM in the description of thermodynamics 
for a number of realistic alloy models with a great simplification in the 
calculations making it possible to develop its kinetic generalization. In 
[21] we considered four alloy models: the second-neighbor interaction 
models 1, 2 and 3 with the ratio v2/vi equal to (-0.125), (-0.25) and 
(-0.5), respectively, and the fourth-neighbor interaction model 4 with 
vn estimated by Chassagne et al [24] from their experimental data for 
Ni-Al alloys: v1 = 1680 K, v2 = -210 K, v3 = 35 K, and v4 = -207 K. 
Phase diagrams for these models have been calculated using both TCFM 
and a rather accurate version of CVM, the tetrahedron-octahedron CVM 
for the ordered phase and the double tetrahedron-octahedron CVM for 
the disordered phase [19, 20]. The results of these two methods are quite 
close to each other which is illustrated by Figure 1 for models 2 and 4; 
for models 1 and 3 the agreement between TCFM and CVM is similar. 

The thermodynamic TCFM described in [21] can be immediately gen- 
eralized to its kinetic version, KTCFM, to study the evolution of non- 
equilibrium alloys. Here we present the KTCFM expression for the lo- 
cal chemical potential Xi which determines the generalized driving force 
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Figure 1 Phase diagram c — T' for the second-neighbor interaction model 2 with V2/v\ = 
-0.25 where T" = T/v\ is the reduced temperature (a) and phase diagram c — T for the 
model 4 with v„ estimated from experiments [24] for Ni-Al alloys (b). The solid and dashed 
lines are the phase equilibrium curves calculated in [21] by TCFM and CVM, respectively, 
which separate the following phases or two-phase regions (from left to right): disordered Ai; 
Ai +Ll2; LI2; Ll2 +Llo; Llo. The dotted line is the ordering spinodal calculated by TCFM. 

Ai — A,; in Eq. (5): 

Aj = In 
1       j,n>l {jkl}€tY,i 

Ci)/Ci (6) 

The terms \\hn in the first sum in (6) correspond to the contributions 
of non-nearest neighbor interactions Vij = vn being nth neighbors in the 
lattice which are described in the pair cluster approximation and are 
written analytically [21]. The last sum describes the contributions of the 
nearest-neighbor interactions in the approximation of 'non-overlapping 
tetrahedron clusters' which was suggested by Yang [22] and is illustrated 
by figure 2. 

Each term of this sum corresponds to the Yang's tetrahedron of sites 
i,j, k, I, while {jkl} G tY, i means that the summation is performed over 
four Yang's tetrahedrons that contain site i. The quantity yVkl — yf{cs} 
is determined by a system of equations: 

ci = yr din ZJdyr (7) 

where Za is the cluster partition function being a polynomial in y® with 
s equal to i,j, k or /: 

zQ = i+  £  2/s° + c£y?y? + C3  £  y?y?>y$> + <6y?yjya
ky? 

s=i,j,k,l s<s' s<s'<s" 
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Figure 2    Decomposition of the FCC lattice into tetrahedron clusters suggested by Yang 
[22] and used in the tetrahedron cluster field method. 

and £ = exp(—ßv\). Eqs. (7) for y" in each cluster a form a system of 
four algebraic equations which is easily solved using Newton's method. 

MODELS FOR DEFORMATIONAL 
INTERACTIONS 

Effective interactions «,-.,._,• in the Hamiltonian (1) include the 'chem- 
ical' contributions u£ • which describe the energy changes under sub- 
stitution of some atoms A by atoms B in the rigid lattice, and the 
'deformational' interactions vf ■ related to the difference in the lattice 

deformation under such a substitution. A microscopical model for vd 

in the dilute alloys was suggested by Khachaturyan [23]. The deforma- 
tional interaction in concentrated alloys can lead to some new effects 
being absent in the dilute alloys, in particular, to the lattice symmetry 
changes under phase transformations, such as the tetragonal distortion 
under Llo ordering. Earlier these effects were treated only phenomeno- 
logically [10]. Below we describe a microscopical model for calculations 
of vd which generalizes the Khachaturyan's approach [23] to the case of 
concentrated alloys. 

Supposing a displacement u^ of site k relative to its position R^ in 
the 'average' crystal AcBi_c to be small we can write the alloy energy 
H as 

H = Hc{rii} - ^2 uakFak + r  J] UakUßiAaktßi (8) 
ak,ßl 

where a and ß are Cartesian indices and both the Kanzaki force F^ 
and the force constant matrix Aak,pi are certain functions of occupation 
numbers n;. For the force constant matrix we use the conventional 
average crystal approximation: Aak,ßi{ni} -¥ Aak,ßi{c} = Äak,ßi, while 
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the Kanzaki force can be written as a series in n;: 

F«x = £ fitni + £ /&»,•»; + • • • (9) 
%>3 

Minimizing the energy (8) with respect to displacements uk we obtain 
for the deformational Hamiltonian Hd: 

Hi = -lEFck(Ä-1)ak^Fl >» (10) 
ak,ßl 

where (A~l)akißi means the matrix inverse to Äak,ßi which can be writ- 
ten explicitly using the Fourier transformation. For dilute alloys one can 
retain in Eq. (9) only the first sum which corresponds to a pairwise Hd of 
Khachaturyan [23]. The next terms in (9) lead to non-pairwise interac- 
tions, and the term of (10) bilinear in /(2) describes the above-mentioned 
effects of possible lattice symmetry changes on microstructural evolution. 

To describe these effects in the FCC lattice we retain in Eq. (9) 
only terms with /W and /(2) and suppose that they correspond to just 
nearest-neighbor interactions. Then the model, for symmetry consid- 
erations, includes only two parameters /(2) which can be found from 
experimental data about the lattice parameter changes under Ll2 and 
Llo orderings. 

LONG-RANGED AND LOCAL ORDER PARAMETERS 

The distribution of mean occupations cs- under alloy ordering can be 
described in terms of both long-ranged and local order parameters. For 
the homogeneous equilibrium D03 phase this distribution can be written 
in terms of two long-ranged order parameters, 77 and (: 

c{ = c + r/exp(tg1Ri) + C[exp(tg2R,>gn(»?) + exp(-tg2R,-)].      (11) 

Here Rt is the BCC lattice vector of site i; g2 = [lll]27r/a and g2 = 
[lll]7r/a are the B2 and D03 superstructure vectors; rj is the B2 type 
order parameter which is also present in the B2 phase, while the param- 
eter C is characteristic of the D03 phase. Each of the parameters r\ and 
C in (11) can be both positive and negative, thus there are four types of 
ordered domains differing in these signs and two types of APBs between 
these domains. The APB separating two APDs differing in the sign of 77 
will be called an '77-APB' or a B2 type APB, while that separating two 
APDs with the same sign of 77 and different signs of £ will be called a 
'C-APB' or a D03 type APB [8]. 

The transient partially ordered alloy states, in particular, APBs, can 
be conveniently described in terms of the local squared order parameters 
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rjf and (% and the local concentrations ct. A suitable description is 
provided by 'site-centered' local parameters which correspond to spatial 
averaging over a nearest neighborhood of each site i: 
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(12) 

Here Rj,- is Rj - R^, nn(i) or nnn(i) means the summation over nearest 
or next-nearest neighbors of site i, and znn or znnn is the total number of 
such neighbors. The distribution of r/f or C,f is similar to that observed 
in the transmission electron microscopy (TEM) images with the super- 
structure vector gi or g2, respectively. Therefore, these distributions, 
to be called rj2- or (^-representation, can be compared directly with the 
experimental TEM images. 

For the homogeneous LI2 or Llo ordering the distribution of c; can 
be written as [23]: 

Ci = c + 7/1 exp(ikiRj) + rj2 exp(ik2R,) + 773 exp(ik3Rj)       (13) 

where R; is the FCC lattice vector, 771, 772 and 773 are three components 
of the vector order parameter, and ka is the superstructure vector cor- 
responding to 77c,: 

ki = [100]2TT/O,        k2 = [01Q}?7r/a,        k3 = [001]2*r/a.        (14) 

For the cubic Ll2 structure |?7i| = |T72| = jV73.|, 77!772773 > 0, and four types 
of ordered domains are possible. In the tetragonal Llo structure only 
one component 77^ is present, being either positive or negative. There- 
fore, six types of ordered domains are possible with two types of APBs: 
the 'shift'-type APBs separating two APDs with the same tetragonal 
axis, and the 'flip'-type APBs separating the APDs with perpendicular 
tetragonal axes. 

The local squared order parameters 77^ and the local concentration ct- 
for the Ll2 and Llo orderings can be naturally defined as: 

2 

'lai 
l_ 

16 
ct- + -   Y^   CJ exp(ikaRji) 

j=nn(i) 
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while the partially ordered alloy states can be conveniently characterized 
by the distribution of the quantities r)f = i£. + ^. + ^|. to be called ^_ 
representation. 

KINETICS OF PHASE TRANSFORMATIONS INVOLV- 
ING D03 ORDERING 

Microstructural features of D03 ordering distinguishing it from the 
simplest B2 ordering are related to the presence of four types of dif- 
ferent ordered domains and two types of APBs mentioned in section 4. 
To study these features we made KMFA-based 2D and 3D simulations 
for two alloy models: the Fe-Al type model with relatively long-range 
interactions taken from work [25] where the observed Fe-Al phase dia- 
gram in the c, T range of our interest was fairly well reproduced by the 
MFA calculation with the following values of interactions vn between 
n-th neighbours: u2/*>i = 0.184, v3/Vl = -0.844, vn>3 = 0, and the 
Fe-Si type model with relatively short-range interactions taken from the 
analogous fit for Fe-Si alloys [26] with v2/vx = 0.5 and vn>2 = 0. 

We investigated the microscopical structure of different APBs in the 
D03 phase, C-APBs and T?-APBS, which correspond to vanishing of local 
order parameters C; or ru in the APB. We have shown that at a C-APB 
both the local B2 order parameter 77; and the local concentration c; have 
either a pit (when the c, T point is to the left of the curve c + rj0 = 0.5 
in the c, T plane where 770 is the equilibrium value of 77 at the given 
concentration c and temperature T), or a hump (when the c,T point 
is to the right of this curve), while for the c,T values near the curve 
c+770 = 0.5 this pit or hump is small. Experimental observations showing 
faint [111] contrast on C-APBs in the D03-ordered Fe3Al type alloys [5, 8] 
support this conclusion. 

We also simulated phase transformations after a rapid quench of a 
disordered BCC alloy (A2 phase) into the D03, A2+D03 or B2+D03 

region of the phase diagram, as well as the D03-»B2+D03 transition. 
We observed a number of microstructural features connected with the 
multivariance of the D03 ordering, in particular: 

(i) Ordering of the initially disordered alloy quenched to any c, T point 
below the B2 ordering spinodal, whether it be in the single-phase D03, 
two-phase A2+D03 or two-phase B2+D03 region, develops through a 
transient B2 ordering, in accordance with the considerations of Allen 
and Cahn [1]. 
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(ii) The network of APBs in a single-phase DO3 ordered alloy contains 
a lot of triple junctions (or triplanar lines in 3D systems) which makes the 
APDs much more regular-shaped and equiaxial compared to the 'swirl- 
shaped' APDs arising under orderings with only two types of ordered 
domains, e.g. under B2—»DÜ3 ordering [8]. 

(iii) Due to the above-mentioned topological features of DO3 ordering 
the ordered precipitates formed under the A2—»A2+D03 phase separa- 
tion are much more regular-shaped than the 'swirl-shaped' precipitates 
formed under the A2—>A2+B2 transition. This difference is accentu- 
ated when significant elastic anisotropy is present which results in the 
formation of approximately rectangular ordered domains within the dis- 
ordered matrix under the A2->-A2+D03 transition, compared to the net- 
work of elongated rod-like (or plate-like, in 3D systems) precipitates for 
the A2->A2+D03 or B2-)-B2+D03 transition. 

(iv) Under the A2—»A2+DO3 phase transition the disordered A2 phase 
wets the £-APBs, but this process is notably more sluggish compared to 
the wetting of 77-APBs by the A2 phase. However, at later stages of the 
A2—>■A2+DO3 transition and in absence of significant elastic effects the £- 
APBs are mostly wetted by the A2 phase, while the remaining segments 
of these APBs become short, and the microstructure includes few or no 
extended £-APBs, which agrees with experimental observations [1]. 

(v) Under the D03-»B2+D03 transition the B2 phase wets C-APBs, 
in agreement with the observations [4] for Fe-Si alloys. 

To illustrate points (i)—(iv) in figures 3 and 4 we show some mi- 
crostructures under A2->A2+DÜ3 and A2-»A2+B2 transformations ob- 
tained in our 2D simulation for two alloy models, I and II. Model I 
corresponds to the Fe-Al type chemical interaction vc and the defor- 
mational interaction vd characterized by the reduced elastic anisotropy 
parameter B* = 0.3 [11]; for the model II vc corresponds to ä similar 
model used in [12] while vd is the same as in model I. The reduced time t' 
here and below is £7^? where 7^f is the configuration independent fac- 
tor in the probability of an A—>-B atomic exchange between neighboring 
sites per unit time defined in works [15, 16, 17]. 

The first stage of both A2->A2+D03 and A2-»A2+B2 transforma- 
tions corresponds to congruent ordering at approximately unchanged 
initial concentration as discussed in [1, 9] and below. Frame 3a illus- 
trates the transient B2 ordered state mentioned in point (i) in which 
only 77-APDs separated by 77-APBs are present. Frame 3b shows the for- 
mation of C-APDs within initial 77-APDs, and these £-APDs are much 
more regular-shaped than the 77-APDs in frame 4b. Frames 3b-3d also 
illustrate the wetting of 77- and C-APBs by the disordered A2 phase 
mentioned in point (iv). Later on the deformational interaction tends to 
align ordered precipitates along elastically soft (100) directions [11], and 
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Qtflli 
Fig. 3 (left) Temporal evolution of an alloy model I described in the text under 
A2-+A2+D03 transformation at c = 0.187, T/Tc = 0.424 (where Tc is the B2 ordering criti- 
cal temperature) shown in the ^-representation for the following values of reduced time t': 
(a) 10, (b) 30, (c) 100, (d) 500, (e) 1000, and (f) 2000. The simulation box contains 128x128 
lattice sites. The grey level linearly varies with TJ? between its minimum and maximum values 
from dark to bright. 
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Fig. 4 (right)    The same as in figure 3 but for the alloy model II described in the text under 
A2-+A2+B2 transformation at c = 0.35 and T/Tc = 0.424. 
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frame 3f shows an array of approximately rectangular D03-ordered pre- 
cipitates, unlike rod-like structures seen in frame 4f. The microstructure 
in frame 3f is similar to those observed under the A2-»A2-f-D03 transi- 
tion in Fe-Ga alloys [2], while the microstructures seen in Fe-Si alloys 
under B2-»B2+D03 transition [4] are similar to those shown in frame 
4f; the latter agrees with the topological equivalence of the A2—KA.2+B2 
and B2->B2+D03 transitions. 

KINETIC FEATURES OF TRANSFORMATIONS 
INVOLVING Ll2 AND Ll0 ORDERINGS 

We employed the KTCFM-based simulations to investigate the fol- 
lowing problems. 

1. The dependence of microstructural evolution and transient mor- 
phologies after a rapid quench of a disordered FCC alloy (Al phase) un- 
der A1-*L12, A1->A1+L12 and Al->- Ll0 transformations on the type 
of effective interaction between alloy components, in particular, on the 
range of the chemical interaction and on the deformational interaction. 

2. The microscopical structure and local ordering at various antiphase 
boundaries in the Ll2 and Ll0 phases. 

3. The occurrence of transient congruent ordering under A1-» A1+L12 

transformation and the microstructural features of this stage. 
In our simulations we used five alloy models with different types of 

interaction: the second-neighbor interaction models 1, 2 , 3 and the 
Ni-Al type model 4 mentioned in section 2, and the 'extended-range' 
fourth-neighbor interaction model 5 with v2/vi = -0.5, v3/vi = 0.25, 
and vA/v\ = -0.125. To discuss the influence of elastic forces on the 
A1->A1+L12 transition we also consider two more models, 2' and 4', 
which correspond to the addition to the chemical interactions vn = vc

n of 
models 2 and 4 of the deformational interaction vd with the parameters 
corresponding to Ni-Al alloys. The simulations were performed in the 
FCC simulation boxes of volume Vb = L2 x H with periodic boundary 
conditions. We used both 3D simulations with H = L and quasi-2D 
simulations with H = 1 (in the lattice constant a units), and all signifi- 
cant features of evolution in both types of simulation were found to be 
similar. 

Simulations of the Al->L12 transformation were made at the stoi- 
chiometric concentration c = 0.25 for the five above-mentioned alloy 
models. Our results show that the microstructural evolution sharply 
depends on the interaction type, particularly on the interaction range 
Rint- For the short-range interaction systems, particularly for model 1 
with the smallest Rint, transient microstructures include mainly the con- 
servative antiphase boundaries (APBs) with (100) type orientation [18]. 
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The distribution of APBs in such systems reveals a number of peculiar 
features (most of which can be illustrated by figure 5): characteristic 
'step-like' APBs with (100) oriented steps and small ledges normal to 
them; triple junctions of two conservative APBs normal to each other 
with a non-conservative APB; analogous 'quadruple' junctions; loop-like 
configurations of non-conservative APBs adjacent to conservative ones, 
etc. These features agree well with the experimental observations for 
Cu3Au alloy [5, 6]. In the course of the microstructural evolution the 
conservative APBs remain virtually immobile, and the evolution is real- 
ized via motion of non-conservative APBs and their interaction with the 
conservative APBs. This interaction includes a number of specific kinetic 
processes which can be followed in figure 5: 'sweeping' of conservative 
APBs by a moving non-conservative APB (which is seen in the left lower 
and right upper parts of frames 5b and 5c); wetting of conservative APBs 
by non-conservative APBs (seen in the left upper corner of frames 5b 
and 5c); motion of triple junctions of two non-conservative APBs with a 
conservative APB along the direction of the latter (illustrated by forma- 
tion of two vertical conservative APBs in the right upper part of frames 
5c-5e); and a peculiar process of 'splitting' of a non-conservative APB 
into a conservative and a non-conservative APB with the formation of 
triple junction or a new antiphase domain. The latter process can be il- 
lustrated by the left upper part of frames 5d-5f. First a non-conservative 
APB (nc-APB) seen in the left upper corner of frame 5d moves down 
sweeping two adjacent conservative APBs (c-APBs). When it reaches 
a triple junction of its adjacent c-APB with two other nc-APBs seen 
in frame 5d,'the resulting junction of three nc-APBs immediately splits 
into two triple junctions, that of a pair of c-APBs with an nc-APB and 
that of a c-APB with two nc-APBs, with the formation of a new APD 
seen in frames 5e and 5f. The splitting effect is related to very small 
energies of the conservative APBs in short-range interaction systems, 
and it was observed only in model 1 with the shortest interaction range. 

We also studied the influence of non-stoichiometry on the evolution 
by simulating the A1^-L12 transformation for the second-neighbor in- 
teraction model 2 at c = 0.22 and c = 0.32. The APB distribution 
does not reveal a great sensitivity to the concentration, but the internal 
structure of APBs shows significant compositional changes. The degree 
of local disordering of APBs at lower c = 0.22 is notably higher than at 
c = 0.25, while at c = 0.32 both the non-conservative and conservative 
APBs show a significant degree of local ordering of the Ll0 type. 

The microstructural evolution under A1->L12 transition for the fourth- 
neighbor interaction models 4 and 5 greatly differs with that for the 
short-range interaction systems. Transient microstructures for the Ni- 
Al type model 4 include mainly non-conservative APBs, and the APB 
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Fig. 5 Temporal evolution of the second-neighbor interaction model 1 witht^/^l = -0.125 
under Al->Ll2 transformation shown in the »^-representation for the simulation box size 
Vb = 642 x 1 at c = 0.25, X' = T/v\ = 0.35 and the following values of reduced time 
t<: (a) 2, (b) 3, (c) 20, (d) 100, (e) 177 and (f) 350. The grey level linearly varies with 
tf = Vu + n\i + Vsi between its minimum and maximum values from dark to bright. 

distribution reveals only a slight anisotropy. However, the conservative 
APBs are also present and make a noticeable effect on microstructures, 
which agrees with experimental observations for the Ni3Al type alloys 
[3]. At the same time, the microstructures for the extended range inter- 
action model 5 show neither conservative APBs nor anisotropy in the 
APB distribution while the triple junctions of APBs form approximately 
equiangle configurations characteristic of isotropic systems. These mi- 
crostructures are similar to those observed in CuPd alloys [5]. 

The general features of the evolution under the Al-^Llo transition 
in the absence of significant deformational effects (in particular, at the 
first stages of the transformation) are similar to those under the Al—>-Li2 
transition, but the presence of six types of APDs and two different types 
of APBs results in a number of specific effects. To illustrate that, in 
figure 6 we show some microstructures under the A1-»L10 transition 
for the short-range interaction model 2. The comparison with analo- 
gous results for the same model under the Al-»L12 transition shows 
that the tendency to form conservative APBs at stoichiometric c = 0.5 
(frame 6b) is more pronounced than at c = 0.25 under A1-»L12 tran- 
sition, though at off-stoichiometric c = 0.44 (frame 6a) this tendency 
is notably reduced. Frames 6c and 6d illustrate the structure of APBs 
and reveal a number of differences between the shift-type and flip-type 
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Fig. 6 Upper row: Ordered domains for the alloy model 2 with i^/^l — —0.25 under 
Al->Llo transformation for V(, = 642 X 1 at 7" = 0.5, t' = 200 and the following concentra- 
tions: (a) c = 0.44, and (b) c = 0.5. Lower row: Profiles of local concentration c, = c(x) (solid 
line) and local order parameters |T)I(:E)|, I^C3?)! ar>d |»?3(a;)| (circles, triangles and squares) 
at y = 4 for the microstructures shown in frames (a) and (b), respectively. 

APBs mentioned in section 4, as well as between the conservative and 
non-conservative APBs for each type. Denoting for brevity the first, sec- 
ond and third APB from the left in frames 6c and 6d as APB-1, APB-2 
and APB-3, respectively, we note that APB-1 is the conservative shift- 
type APB, APB-2 is the non-conservative flip-type APB, and APB-3 is 
the flip-type APB which is non-conservative in frame 6c and conserva- 
tive in frame 6d. Therefore, the profiles c{x) and |?7a(x)| in frames 6c 
and 6d illustrate the structure of different APBs, in particular, a pecu- 
liar local ordering \r]3i\ = \r]2i\ within the conservative shift-type APB-1 
separating two 773-ordered APDs. 

In the presence of deformational interaction the nonlinear in n,- Kan- 
zaki forces discussed in section 3 induce the tetragonal distortion under 
Llo ordering, as well as the microstructural effects related to this distor- 
tion, in particular, the 'tweed' and 'twin' structures which correspond to 
the microstructures of (110) oriented stripes of adjacent APDs with al- 
ternating (100) and (010) tetragonal axis. The phenomenological theory 
of these structures was discussed by Khachaturyan et al [10]. We sim- 
ulated the formation of tweed and twin structures under the Al—»-Llo 
transition using the microscopic model of non-pairwise deformational 
interactions described in section 3. The simulated microstructures are 
similar to those observed in experiments and provide an information 
about the microscopical details of tweed and twin formation. 
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Fig. 7 Temporal evolution of the alloy model 2 with ^2/^1 = —0.25 under AI-+AI+LI2 
transformation at c = 0.12, T = 0.3. Upper frames correspond to 3D simulation with 
Vf, = 503 shown in the c-representation (grey level linearly varies with ct between its minimum 
and maximum from dark to bright) for t' = 8.6 (a) and t' — 10 (b). Lower frames correspond 
to 2D simulation with Vb = 1282 X 1 shown in the ^-representation for t' — 5.6 (c) and 
t' = 10 (d). 

The simulations of the Al-hAl+Llj transition show that in the ab- 
sence of significant elastic interaction the microstructural evolution de- 
pends on the interaction type much weaker than that under the Al—»LI2 
transition. For both short- and extended-range interaction systems the 
interphase boundary (IPB) energies are approximately isotropic, in great 
difference with the APB energies in the Ll2 phase which are highly 
anisotropic in the short-range interaction systems and virtually isotropic 
in the extended-range interaction systems. Because of that the transient 
microstructures under the A1->A1+L12 transition in the systems with 
short-range interaction can show anisotropy only at the first stages of 
the evolution, when the APBs formed under congruent ordering are not 
yet strongly wetted by the disordered phase. Later on this wetting trans- 
forms the APBs into IPBs and the initial anisotropy falls off. 

The effect of elastic forces on microstructural evolution was studied in 
the simulations for models 2' and 4' with short-range and extended-range 
chemical interactions, respectively. The results of these simulations agree 
with the phenomenological description of elastic effects developed by 
Khachaturyan et al [11, 27], and our simulations illustrate and specify 
many points noted by these authors. In particular, for model 2' the elas- 
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tic effects are manifested even at early stages of transformation, shortly 
after the completion of congruent ordering when the sizes / of ordered 
precipitates are relatively small: /10a, which is related to the short-range 
character of chemical interactions. On the contrary, for the Ni-Al type 
model 4' these effects become noticeable only at the advanced stages of 
coarsening when the precipitate sizes become sufficiently large: /50a. 

We also consider the problem of transient congruent ordering under 
alloy decomposition with ordering discussed by a number of authors 
[1, 7, 9]. The presence of this stage under the A1-»A1+L12 transition 
was recently questioned as at the early stages of this transition in Al-Li 
alloys Haasen et al [7] observed microstructures with neighboring in- 
phase ordered domains separated by a disordered layer which seemed to 
be incompatible with an occurrence of congruent ordering. To clarify 
the problem we made simulations of the Al-»A1+Ll2 transition under 
conditions similar to those of experiments by Haasen et al. In all our 
simulations we observed the stage of congruent ordering. At the same 
time, both before and after this stage we observed many microstruc- 
tures with neighboring in-phase domains, and some of the simulated 
microstructures are quite similar to those observed by Haasen et al [7]. 
This is illustrated by microstructures in figure 7 where the neighboring 
in-phase domains can be seen both in the left upper and the right lower 
part of frame 7a, as well as in many places of frame 7c. However, these 
microstructures correspond to the stages before the completion of con- 
gruent ordering, and later on the neighboring in-phase domains coalesce 
with each other which is seen from comparison of frames 7b and 7a or 
7d and 7c. Therefore, the experiments [7] can correspond to the other 
stages of evolution and do not contradict to the occurrence of congruent 
ordering. We also discuss the temporal evolution of local concentrations 
and local order parameters in the course of congruent ordering. We 
show that a depletion of local concentration near APBs begins virtu- 
ally simultaneously with the appearance of ordered domains, and after 
a completion of congruent ordering the local concentration within APB 
is already depleted. Therefore, the commonly used term 'congruent 
ordering' actually corresponds to the presence of APBs with a locally 
equilibrated, depleted concentration rather than to a 'strictly congruent' 
state with an unchanged initial concentration throughout the alloy. 

ACKNOWLEDGEMENTS 
The authors are much indebted to Georges Martin for numerous stim- 

ulating discussions. The work was supported by the Russian Fund of 
Basic Research, Grant No. 97-02-17842. 

171 



REFERENCES 

[1] Allen S M and Cahn J W 1976 Mechanisms of Phase- 
Transformations Within Miscibility Gap of Fe-Rich Fe-Al Alloys 
Acta Met. 24 425 

[2] Oki K, Matsumura S and Eguchi T 1987 Phase Separation and 
Domain Structure of Iron-based Ordering Alloys Phase Transitions 
10 257 

[3] Cahn R W, Siemers P A and Hall E L 1987 The Order- 
Disorder Transformation in NiSal and Ni3al-Fe Alloys .2. Phase- 
Transformations and Microstructures Acta Metall. 35 2753 

[4] Matsumura S, Oyama H and Oki K 1989 Dynamical Behavior of 
Ordering With Phase-Separation in Off- Stoichiometric FeSsi Alloys 
Mater. Trans., JIM 30 695 

[5] Loiseau A, Ricolleau C, Potez L and Ducastelle F 1994 Solid-Solid 
Phase Transformations ed W C Johnson et al (Warrendale: The 
MMM Society) p 385 

[6] Potez L and Loiseau A 1994 High-Resolution Electron Microscopy 
Studies of Antiphase Boundaries in Cu^Au J. Interface Sei. 2 91 

[7] Schmitz G, Hono K and Haasen P 1994 High-Resolution Electron- 
Microscopy of the Early Decomposition Stage of Al-Li Alloys Acta 
Metall. Mater. 42 201 

[8] Körner A 1995 Analysis of the Evolution of Antiphase Boundaries 
in a Fe-Al Alloy During in-Situ Transmission Electron-Microscopy 
Heating Phil. Mag. Lett. 72 21 

[9] Loiseau A 1996 Curr. Opin. Solid State Mater. Sei. 1 369 

[10] Chen L-Q, Wang Y and Khachaturyan A G 1992 Kinetics of Tweed 
and Twin Formation during an Ordering Transition in a Substitu- 
tional Solid Solution Phil. Mag. Lett. 65 15 

[11] Chen L-Q, Wang Y Z and Khachaturyan A G 1994 Statics and 
Dynamics of Alloy Phase Transformations (NATO Advanced Study 
Institute, Series B: Physics 319) ed A Gonis and PEA Turchi 
(New York: Plenum) p 587 

[12] Dobretsov V Yu, Vaks V G and Martin G 1996 Kinetic features of 
phase separation under alloy ordering Phys. Rev. B 54 3227 

[13] Martin G 1990 Atomic Mobility in Cahn Diffusion-Model Phys. Rev. 
B 41 2279 

[14] Gouyet J F 1993 Atomic Mobility and Spinodal-Decomposition Dy- 
namics in Lattice Gases - Simple Discrete Models Europhys. Lett. 
21 335 

172 



[15] Vaks V G, Beiden S V and Dobretsov V Yu 1995 Mean-Field Equa- 
tions For Configurational Kinetics of Alloys At Arbitrary Degree of 
Nonequilibrium Pis. Zh. Eksp. Teor. Fiz. 61 65 (Engl. Transl. JETP 
Lett. 61 68) 

[16] Vaks V G 1996 Master equation approach to the configurational 
kinetics of nonequilibrium alloys: Exact relations, H-theorem, and 
cluster approximations Pis. Zh. Eksp. Teor. Fiz. 63 447 (Engl. 
Transl. JETP Lett. 63 471) 

[17] Belashchenko K D and Vaks V G 1998 The master equation ap- 
proach to configurational kinetics of alloys via the vacancy exchange 
mechanism: general relations and features of microstructural evolu- 
tion J. Phys.: Condens. Matter 10 1965 

[18] Kikuchi R and Cahn J W 1979 Theory of Interphase and Antiphase 
Boundaries in Fee Alloys Acta Met. 27 1337 

[19] Mohri T, Sanchez J M and de Fontaine D 1985 Short-Range Order 
Diffuse Intensity Calculations in the Cluster Variation Method Acta 
Met. 33 1171 

[20] Finel A 1994 Statics and Dynamics of Alloy Phase Transforma- 
tions (NATO Advanced Study Institute, Series B: Physics 319) ed 
A Gonis and P E A Turchi (New York: Plenum) p 495 

[21] Vaks V G and Samolyuk G D 1999 On accuracy of different cluster 
models used in describing ordering phase transitions in fee alloys 
Zh. Eksp. Teor. Fiz. 115 158 (Engl. Transl. Sov. Phys.-JETP 88 
89) 

[22] Yang C N 1945 Generalization of the Quasi-Chemical Method in the 
Statistical Theory of Superlattices J. Chem. Phys. 13 66 

[23] Khachaturyan A G 1983 Theory of Structural Phase Transforma- 
tions in Solids (New York: Wiley) 

[24] Chassagne F, Bessiere M, Calvayrac Y, Cenedese P and Lefebvre S 
1989 X-Ray Diffuse-Scattering Investigation of Different States of 
Local Order in Ni-Al Solid-Solutions Acta Met. 37 2329 

[25] Hasaka M 1980 Ordering and Phase Separation in the Fe-Al Alloy 
Trans. JIM 21 660 

[26] Inden G 1974 Ordering and Segregation Reactions in Bcc Binary- 
Alloys Acta Metall. 22 945 

[27] Wang Y, Banerjee D, Su C C and Khachaturyan A G 1998 Acta 
mater. 46 2983 

173 



KINETICS OF PHASE SEPARATION IN A BINARY ALLOY: 
INFLUENCE OF THE ATOMIC MOBILITIES 

M. Athenes1, P. Bellon? and G. Martin1 

'CEA Saclay, Section de Recherche de Metallurgie Physique, 91191 Gif-sur-Yvette, France 
mathenes @cea.fr 

department of Materials Science and Engineering, University of Illinois 
1304 W. Green St. Urbana Illinois 61801, USA 

ABSTRACT 
An atomistic kinetic model with a vacancy mediated diffusion mechanism is used to study the precipitation kinetics from a 
supersaturated solution. We show that, for a given alloy thermodynamics, varying the vacancy-solute binding energy affects 
the contribution of the coagulation process to coarsening both for low and high solute supersaturation. We also observe that 
varying the temperature affects the phase separation kinetic pathway in agreement with experimental observations, but at 
variance with kinetic simulations carried out with the standard direct exchange dynamics. 

INTRODUCTION 

When a supersaturated solid solution is quenched below the binodal line, a solute rich phase precipitates 
out of a solvent. The kinetics of phase separation are well described by the theories of nucleation, growth 
and coarsening [1] in the metastability region, or by the theory of spinodal decomposition in the instability 
region [2]. However, these mean field type theories rest on simplifications which make it difficult to take 
into account practical features such as the details of the alloy thermodynamics or of the diffusion process. 
Ising-like or Potts-like models can well reproduce the alloy thermodynamics, as far as coherent precipitation 
is concerned. They consider that atoms are located on a three dimensional rigid lattice and assume that 
the alloy internal energy is given by the sum of atomic pairwise interaction energies. Kinetic Monte Carlo 
simulations with the direct exchange dynamics, (i.e the Kawasaki dynamics [3]) have mainly focused on 
scaling properties [4, 5]. 

If we realise that the physical evolution of the alloy configuration is nothing but the result of vacancy 
jumps on the lattice, the kinetic pathway can be generated provided that the jump frequencies correctly 
depend on the alloy configuration. Monte Carlo simulations with a vacancy diffusion mechanism [6, 7] show 
that for concentrated alloys, the Lifshitz-Slyozov-Wagner regime [8] is reached much faster than with the 
direct exchange dynamic, as a result of enhanced interfacial diffusion by the vacancies. Soisson et al [9] 
showed that the vacancy interfacial diffusion enables neighbouring precipitates to migrate. Neighbouring 
precipitates were then observed to encounter each other, leading to a coagulation mechanism competing 
with the classical evaporation-condensation coarsening mechanism. 

In this paper, we examine the influence of varying the ratio of solute to solvent mobilities on the phase 
separation kinetics on a b.c.c. lattice by considering an atomistic kinetic model treated by a Monte Carlo 
technique. We follow the approach of a recent Monte Carlo study of precipitation of the B2 ordered phase 
for which the effect of varying the solute and solvent mobilities was investigated [10]. It was shown, among 
other things, that individual vacancies could yield to localized or delocalized ordering depending on the 
asymmetry of the solute and solvent mobilities. We put special emphasis on the early stages when solute 
atoms are nucleating into small clusters. We also discuss the results obtained with a direct exchange 
dynamics, so as to better understand the specific effects of the vacancy diffusion mechanism. 
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ATOMISTIC KINETIC MODEL 

A rigid lattice with body centered cubic (BCC) structure and periodic boundary conditions is considered. 
For computer efficiency atomic positions are given in a rhombohedral frame with one atom per unit cell 
and N = L3 lattice.sites (L = 64, unless specifically noted). The alloy consists of NA A atoms, NB B 
atoms and one vacancy V, with N = NA + NB + 1. Interaction energies are taken as pair interactions 
eXy between nearest neighbour sites, where X,Y equals A or B. We consider a A - B binary system which 
exhibits a miscibility gap below which the solid solution decomposes into A-rich and B-rich phases. The 
unmixing transition is of first order and with nearest neighbour interactions only, the critical temperature 
is Tc =s -^ x 0.62 at A0.5B0.5 composition for a negative ordering enery e = eAA + eBB - 26,4B. The 
equilibrium phase diagram is constructed by Monte-Carlo in the semi-grand canonical ensemble. 

The thermodynamic properties of the A - V and B - V binaries are determined by their respective 
ordering energies eAA and eBB (no ghost interactions between atoms and vacancies are considered here: 
*AV = £Bv = 0 )■ From a practical point of view, our system is so highly diluted with respect to vacancies, 
that, in simulations with a constant vacancy concentration, the only effect of the asymmetry parameter 
u = €AA- eBB on equilibrium properties is to affect the degree of occupation of the vacancy inside A-rich 
or B-rich phase domains. For convenience, we define a* = u/e as the degree of asymmetry. 

With nearest neighbour interactions only, the parameter a* also determines the binding energy between 
a vacancy and a B solute atom in the A-rich matrix. It is defined as the energy difference between the 
associated (nearest neighbour) vacancy-solute pair and the dissociated pair embedded in a perfect solvent 
matrix. The binding energy between V and B is EVB = § (1 + a*). 

The activation energy E^v for an X - V exchange is derived from a broken bond model [11, 12, 13] for 
which Ef\, = Esp - E{ and where Esp and E{ are the the internal energies at saddle point and in the 
initial stable configuration. We have simplified the saddle point contribution by introducing a parameter 
c* to account for the nature of the jumping atom. The activation barrier then writes as the sum of two 
contributions. The first one is configuration independent and yields a scaling factor for the jump frequency, 
the second one depends on the configuration as given by eq. 1: 

#act _J_)  IB- a*nA +c*   if X = A 
xv     2\nA + a*nB it X = B W 

where nA and nB are the number of A and B nearest neighbours of the atom to be exchanged with the 

vacancy. Using the rate theory, the frequency of the X - V exchanges is wx = i/exp{-3&-}, where v is 
the attempt frequency. The time unit is chosen as i/_1. 

RESIDENCE TIME ALGORITHMS 

The vacancy jumps form a Markovian process which can be well simulated by a "residence time algorithm" 
(RTA) whose general concepts were discussed by Lanore [15]. Here, we use the simpler version introduced 
by Young and Elcock [14], for which a transition (here a vacancy jump) is performed at each step and 
the time is incremented by the average time the system stays in its configuration. The advantage of the 
RTA is to eliminate the numerous unsuccessful attempts that are present at low temperatures in the con- 
ventional Metropolis algorithm. This technique has been extended to design higher order residence time 
algorithms which similarly eliminate reversal jumps along the correlated vacancy pathways and perform 
an efficient vacancy move at each step [16]. The second order algorithm (2RTA) was eventually used for 
the low temperature simulations, for which the problem of vacancy reversal jumps on solute atoms is crucial. 

TRACER DIFFUSION MEASUREMENTS 

Prior to studying the kinetics of phase separation, let us first examine the diffusion properties given by 
the present atomistic model for a dilute solid solution. A and B tracer diffusion coefficients are computed 
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Figure 1.  Evolution of the diffusivity ratio as a function of the degree of asymmetry a* : o, one solute 
atom in the computational box, +, two solute atoms, with T=0.32 Tc. 

with the second order residence time algorithm as a function of the vacancy-solute binding energy. The 
simulation box contains 163 sites. The temperature is T=0.32TC and the solubility limit is 2.5 xlCT4 at.% 

which corresponds to one B atom in the box. 

We introduce one or two B atoms in the box and we investigate the effect of varying the vacancy-solute 
binding energy (a* varies, c* is set to zero). In figure 1, the ratio D*B/DA is plotted as a function of the a* 
parameter. For a* = -1, the vacancy-solute binding energy is zero and we observe that the solute and the 
solvent diffuse at the same speed. This is due to the fact that when no solute-solute bounds are present, all 
vacancy jump frequencies are equal. When the a* parameter increases, the D^/D^ ratio increases. This 
results from two facts: the vacancy concentration around the solute atoms increases, and the vacancy-solute 
exchange occurs more frequently due to the higher activation barrier involving A atoms (=2f-)- However, 
since a vacancy-solute exchange is very probably followed by the equivalent reverse jump, its contribution 
to solute diffusivity saturates. For the simulations with two solute atoms, we observe a transient interval 
a* £ [4,6] for which the diffusivity ratio is larger (B diffuses faster) than as obtained with one solute atom. 
If no interaction between the two B atoms takes place, the diffusivity ratio should be equal or lower than 
the diffusivity ratio obtained with one solute atom. This effect therefore results from the existence of 
diffusion sequences involving the two solute atoms simulataneously. Such sequences have been identified 
and are depicted in figure 2. The vacancy jump sequences for the migration of the monomer is also given. 
The corresponding migration barriers are given in Table 1, and consider, as the reference state, the vacancy 
associated to the monomer or to the dimer. Moreover, the fact that in figure 1, D*B/DA stabilizes at a value 
larger than half the value obtained with one solute atom for a* > 6 is a further proof of the manifestation 
of a specific correlated sequences involving the vacancy and the two solute atoms. 

Let us stress that the diffusion models for dilute alloys [18, 19], first developped by Lidiard for the FCC 
lattice [20], consider that solute atoms do not interact together and can not account for the diffusion 
mechanisms involving more than one solute atom simultaneously. However, these diffusion models show 
that the solute diffusivity not only depends on the concentration of the vacancy-monomer first neighbour 
pairs (via the binding energy EVB) but also on the mobility of the vacancy-solute pairs (via the vacancy- 
monomer exchange frequency w2). Although these jumps, necessary for the monomer to migrate, have 
a very low activation barrier (y) in our model, their effect on the solute diffusivity was observed to be 
limited. This results from the strong correlations between these vacancy-monomer exchanges and the fact 
that two such consecutive jumps leave the alloy configuration unchanged. The diffusion theory for the 
dilute BCC alloy [18, 19] shows that the contribution of the vacancy-monomer exchanges (of frequency 
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Figure 2. (a) Diffusion of a monomer. When the vacancy-solute binding energy is attractive enough, the 
pair can migrate without dissociating by performing the schematized sequences (1-2, 1-2' or l'-2') together 
with vacancy-solute exchanges (jump 3). Activation energies are given in Table 1; (b) Diffusion of a dimer. 
When the vacancy-solute binding energy is attractive enough, a complex formed by two solute atoms and a 
vacancy can migrate without dissociating. When e - u < 0, the most stable position of the complex is the 
position schematized in (b). Combination of sequence 1 and sequence 2-3 allows the complex to migrate. 
Activation energies are given in Table 1. 

Table 1. Various activation energies for the migration of a monomer or a dimer. The activation barrier 
corresponding to a vacancy jump depicted in figure 2 is given by equation 1. The cumulated barrier is the 
energy difference between the saddle position of the corresponding jump and the configuration as depicted 
in figure 2. AE is the energy difference between the configuration after the corresponding jump and the 
initial configuration of figure 2. The parameter c* is set to zero. 

Jump number 1 Activation barrier Cumulated barrier AE 
Monomer 

1 *(-7u) f(-7u) ±{-e-u) 
2 £(e - 6«) 5(-7«) 0 
3 ie 2e 0 

Dimer 
1 He- 6u) i(e-6u) 0 
2 |(6e + u) I(6E + U) j(-e + u) 
3 *« |(6e + U) 0 
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w2) to B tracer diffusion is proprotional to W2}B where the solute correlation factor fß depends on the 
dissociative jump frequency wz (from the monomer) according to the following expression: 

=      7F^3 {2) 

w2 + 7Fw3 

where w3 is the vacancy-solute dissociative jump frequency and the numerical factor 7F, calculated in [21] 
as a function of the frequency ratio wt/w0 between a vacancy-solute associative jump and the vacancy jump 
in the pure matrix. The numerical factor 7F slightly varies with this frequency ratio and decreases from 7 
to 3 when UH/WQ increases from 0 to +00. With the a* = 0 parametrization, we also have w2 = vexp=£> 
and w2 = v for the two remaining frequencies: The contribution of the vacancy-monomer exchanges to 
the solute diffusivity thus saturates when w2 is great compared to the dissociative vacancy jump frequency 
w3 as observed in the simulations when a*=0. Since in these simulations, the solute diffusivity is mainly 
controlled by the association-dissociation of the vacancy from the monomers, we have introduced the c* 
parameter in the activation energy for the B atoms in equation 1 so as to decouple the contribution arising 
from the vacancy-solute exchanges to the one arising from the vacancy-solute binding energy. 

PHASE SEPARATION KINETIC SIMULATIONS 

Since varying the asymmetry parameter a* affects the diffusion properties of solute atoms without modifying 
the thermodynamics of the binary A-B, we examine the effect of a* on the clustering mechanism. We 
consider a supersaturated solid solution with 8 at.% of solute and at T/Tc=0.12. Two parametrizations 
are considered. For the first parametrization, the vacancy-solute binding energy is set to zero (a* = -1). 
For the second parametrization, the system exhibits an "attractive" vacancy-solute binding energy: we 
set a* = 0. In figure 3, one observes that the decrease of the number of monomers precedes (a* = -1) 
or accompanies (a* = 0) that of dimers. At this low temperature, we have observed that the dimers 
are very stable so we can neglect the influence of their dissociation on the clustering process. Thus, the 
two opposite behaviours observed result from the different mobilities of the monomers and dimers. The 
activation barrier controlling the migration of monomers is ^f^ while the one for the dimer is -i^JL- 
When a* = 0, the dimers are more mobile than the monomers and they both cluster simultaneously. When 
a* = -1, the dimers are less mobile relatively to the monomers. The latter thus precipitates first and the 
number of dimers increases transiently. Then the dimers precipitate after sufficient depletion of the matrix 

in monomers. 

Since varying the o* parameter modifies the clustering mechanism, it is interesting to investigate the 
influence of this parameter on the degree of advancement of the precipitation as given by the Warren- 
Cowley nearest neighbour short range order parameter ct\. In figure 4, we have plotted the number of 
various n-mers (n < 5) and the a\ parameter as a function of time, and we have examined the slope 
(n) of logai versus log* in the range 0.1 < a\ < 0.5. When a* = 0, the various n-mers are clustering 
concommitantly leading to a high oji(i) value of n. When a* = -1, phase separation proceeds via the 
successive depletion of the n-mers, leading to a lower value for the Oi(<) slope. 

We now show that the two types of clustering mechanism of the n-mer (i.e concommitant or succes- 
sive clustering of the n-mers) may explain the features of experimental resistivity response observed in 
Fel.34at.%Cu alloy. The degree of advancement £ of the precipitation kinetics in Fel.34at.%Cu system 
has been studied using the electrical resistivity measurements of Barbu et al. [22], which give access to the 
amount of solute atoms remaining in solid solution. These experiments show that the first stages of the 
resistivity responses can be properly reproduced using the Kolmogorov-Johnson-Mehl-Avrami law (KJMA) 

for which the degree of advancement £ is function of the time: 

£(t) = 1 - exp (-(;)> 
where the relaxation time r depends on the diffusion coefficient of the system, and the exponent n depends 
on the phase transformation mechanism. The KJMA exponents measured experimentally were found to be 
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Figure 3. Depletion of monomers and dimers starting from a solid solution with CB=8at% and T=0.13TC 

for various a* values with the vacancy diffusion mechanim, the decrease of the number of monomers precedes 
(a*=-l +) or accompanies (a*=0 O) that of dimers. 
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Figure 4. Time evolution of the number of n-mers (n < 5) (upper raw) and the Warren-Cowley nearest 
neighbour order parameter (lower raw) for two distinct asymmetries : a*=-l (left column) and a*=0 (right 
column) (CB=8at% and T=0.32TC). 
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Figure 5. Time evolution of the short range order parameter ot\ for the vacancy dynamics with Cs=3at% 
and a*=0 and at different reduced temperatures ,£: o 0.18, + 0.23, D 0.27, x 0.34, A 0.38. 

lower than the values predicted by classical theories [23] and were decreasing from 0.8 to 0.4 with increasing 
temperature from 670K to 770K. 

Assuming that the degree of advancement f is described by the Warren-Cowley parameter au Soisson, 
Barbu and Martin [9] showed that the time evolution of a\ can be reproduced by the KJMA law and 
that the exponent n varies with temperature in the same range [0.4,0.8] exhibiting the same tendency as 
observed experimentally. Since the exponent n derived by these authors corresponds, to the slope of logai 
versus logt curves for «i ranging from 0.1 to 0.5, we believe that increasing the o* parameter or decreasing 
the temperature results in the same effect. When the vacancy-solute binding energy is negative, i.e. "at- 
tractive", decreasing the temperature increases the vacancy segregation on solute clusters, making them 
more mobile relatively to monomers. Figure 5 clearly shows the cluster mobility effect when temperatures 
is varied while a* = 0 and CB=3%: we observe that the slope of the curve logon versus log* in the range 
0.1 <ai< 0.5, increases from 0.46 at 0.38TC, to 0.73 at 0.18TC. 

DIRECT EXCHANGE MODEL 

Simulations with the direct exchange dynamics are carried out to better identify the specificity of the 
vacancy diffusion mechanism. Dobretsov et al. [24, 25] studied the effect of varying the asymmetry of the 
pairwise interaction energies with a direct exchange mechanism and the mean field description introduced 
in [13]. It was shown that the asymmetry can affect the mobility of antiphase boundaries for the ordering 
alloy [24] and coagulation process by the bridge coarsening mechanism for the phase separating alloy [25]. 
This last study shows that when the asymmetry is varied, a coagulation mechanism occurs and becomes 
predominant over the evaporation-condensation mechanism. We now vary the asymmetry parameter in the 
Monte Carlo simulations, so as to understand if the coagulation effect observed with the vacancy dynamics 
can be recovered with the direct exchange dynamics when the ratio of the solute to solvent mobility varies. 
The direct exchange dynamics is implemented as follows: two nearest neighbour atoms are randomly 
selected. The activation barrier E\C

B = Esp - Einmal, is computed, where Esp is the energy of the system 
at the saddle position. The activation energy, then, is writen : 

EAB = ö KmB - "B) + a* (™B + nB) + C (a')]. (4) 

where mj and nj are the numbers of B nearest neighbours of the A and B atoms, respectively, and 
C (a*) = | [Z — 1 — Za*] + Esp is a a*-dependant constant and includes the constant contribution to the 

saddle position Esp. The frequency of the A — B exchange is given by rate theory : w = v exp{—-ffi } and 
the specific residence time algorithm introduced by Börtz et al. [26] is used. 
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Figure 6. Simulations carried out with the direct exchange dynamics: (a) Depletion of monomers and 
dimere stating from a solid solution with CB=8at% and T=0.13TC for various a* values (o*=-2 x, 0*=-l 
□. a'-O + and a*=l O ) (b):  Time evolution of the short range order parameter at different reduced 

"   n ' ~ ~"   0 0.16). temperatures for CB=lat% and a*=0 (^ x 0.39, D 0.31, + 0.21 

Let us stress that the present activation model accounts for the difference of strength of AA and BB 
bonds. At variance, the kinetic Ising model correlates the activation barrier to the energy of the final 
configuration, and the activation energy is AE1™* = i (Efinal - EiniUat) + Q where Q is a constant and 
EJinal and Einitial are respectively the energy after and before the jump. It can be easily checked that the 
asymmetry parameter cancels out from the activation energy which reduces to : 

&Ef^=£-(nB-mB) + Q> (5) 

where Q' is a constant. With such a model, the mobilities of A and B monomers in the B- and A-rich phase, 
respectively, are identical: A and B atoms thus play a symmetrical role with respect to the activation energy 

Simulations with varying a* 

We investigate the effect of varying the asymmetry parameter on the kinetic pathway in the monomer- 
dimer plane. The same simulations as with the vacancy dynamics were carried out at T=0.12TC and with 
CB=8at.%. We observe in figure 6.a that varying the parameter of asymmetry also induces a change in 
the kinetic pathway. Since the decrease of the number of dimers starts to accompany that of monomers 
for a* > 1 instead of a* > -1 for the vacancy dynamics, the effect appears delayed with respect to a*. So 
as to explain this trend, we consider the activation energies for the migration of a monomer and a dimer. 
A dimer can migrate by combining dissociation and association moves. The AB exchange leading to the 
dissociation has an activation energy of |(7 - 6a*) and costs more than the associative move |(9 - 6a*). 
Compared to the activation energy for the exchange of a monomer § (8-7a*), dimers start to migrate faster 
than monomers when a* > 1. This explains the delay of the a'-effect when we compare simulations with 
the atom exchange and the vacancy dynamics: with a vacancy diffusion mechanism, the dimers become 
more mobile than the monomers when a* > —1. 

Complementary simulations were carried out to examine the effect of the asymmetry on the time evolution 
of the ai parameter. A similar delay was observed for the effect of varying the asymmetry. This delay is 
attributed to the weaker interfacial diffusion with the direct exchange dynamics. 

Simulations with varying the temperature 

We examine for a given parametrization (a* = 0), the effect of varying the temperature. Simulations were 
carried out with CB=1%. In figure 6.b, the Ql curves are represented for various temperatures: we observe 
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that the slope of the a\ values ranging from 0.1 to 0.5, decreases from 1.36 at 0.38TC to 0.44 at 0.16TC. 
This tendency is opposite to the one obtained with the vacancy dynamics and to the trend observed exper- 
imentally in FeCu [22]. These simulations show that the increasing effect of vacancy interfacial diffusion 
when temperature decreases can not be recovered with the direct exchange dynamics. 

CLUSTER DISTRIBUTION AND DYNAMICAL PERCOLATION LIMIT 

Here we report additional effects of varying the mobilities, which were observed with both the vacancy and 
the direct exchange diffusion mechanism. We have represented the mean cluster size L'2' as a function 

of the short range order parameter. We define the mean cluster size as L'2' = T^Sä-, where n{l) is the 

number of clusters containing I solutes following [27]. 

For dilute alloys, we observe in figure 7.a (Cs=lat%) that when a* increases from -1 to 1, the mean 
cluster size is enhanced for any given value of ct\. This means that there are fewer but larger clusters 
in the computational box which results from the activation of the coagulation mechanism. Coagulation 
therefore broadens the cluster size distributions for both vacancy and direct exchange dynamics. With 
the latter dynamics, increasing a*, increases the diffusion in B-rich phase and thus the random motion 
of whole solute clusters which is responsible for the coagulation mechanism. In contrast, in the mean 
field simulations of Dobretsov et al [25], droplets coagulation was observed for negative values of the a* 
parameter. This opposite effect of a* results from the fact that this coagulation mechanism results from 
the solute accumulation in solute-enriched and slow-diffusing regions which form bridges between droplets. 
Such an effect was not identified in our Monte Carlo simulations at low solute concentration. However, for 
greater solute concentrations, a somewhat equivalent behaviour has been identified. 

For more concentrated alloys, the a*-effect on the mean cluster size previously described can be reversed. 
This results from the displacement of the dynamical percolation limit: as shown by Miiller-Krumbhaar 
[27], the site percolation limit can be generalized to take into account the site correlation resulting from 
the appearance of short range order at finite temperature above the miscibilty gap. Below the miscibility 
gap, the concept of dynamical percolation limit was introduced [28, 29] to account for the formation of a 
transient infinite cluster during the phase separation in the kinetic Ising model. 

The influence of a* on the dynamical percolation limit is seen in figure 7.b: the mean cluster size LP> 
increases with the short range parameter, i.e. as phase separation proceeds, then reaches a steady transient 
value (up to ai ~ 0.6); for a* = —1, the cluster size saturates at a value very close to the total number 
of solute atoms in the computational cell; as phase separation proceeds, this latter very large percolated 
cluster splits into smaller ones (i'2' decreases for ot\ > 0.6); on the contrary, for a* = 1/2 with the vacancy 
dynamics and for a* = 1 with the direct exchange dynamics, the transient steady value of the mean 
cluster size is approximately 1/200 the total number of B atoms, for the same range as above. Clearly, the 
dynamical percolation limit is below 18at.% for a = -1 and above for a = +1 (a = +1/2 for the vacancy 
dynamics). The dynamical percolation limit thus increases when a* is increased. Notice that the observed 
behaviour seems to be independent of the diffusion mechanism (direct exchange or vacancy) although a 
more detailed study is necessary to check wether or not the dynamical percolation limit depends or not on 
the latter. 

Increasing a* activates interface diffusion and the coagulation mechanism, and relatively slows down the 
migration and depletion of monomers (which remains isolated from other solute atoms). This results in 
building of isolated and compact clusters instead of further depleting the matrix in monomers. At vari- 
ance, decreasing a* increases the relative mobility of the solute atoms as long as they remain isolated from 
other solute atoms. Since n-mers (n > 2) are less mobile, a ramified structure is built from the successive 
absorption of the monomers. This behaviour favours the occurence of a single percolated cluster. 

CONCLUSION 

Kinetic Monte Carlo simulations based on vacancy or direct exchange diffusion mechanism were carried 
out to study the precipitation process from a supersatured solid solution in a binary alloy on a b.c.c lattice. 
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Figure 7. Evolution of the mean cluster size LW as a function of the a, short range order parameter for 
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ABSTRACT 

Experimental investigation of order-order relaxations in lN^Al by residual 
resistometry yielded a very high ordering activation energy of about 4.6eV being in 
correspondence with tracer experiments, where the tracer atom substitutes the Al-atom. 
Qualitatively, this might be interpreted by breaking of bonds to the 12 surrounding Ni 
nearest neighbour atoms of the ordered Lh-lattice. For the purpose of a more fundamental 
understanding the properties of vacancies and antisites in N13AI were studied by means of 
ab-initio calculations for supercells. Formation energies for Ni- and Al-vacancies were 
derived using a grandcanonical ensemble. Further, vacancy migration energies were 
determined successively displacing atoms from their equilibrium position to a vacant 
nearest neighbour position. Correlated jumps during a jump cycle were also taken into 
account. 

Key words:     Lh-intermetallics, point defects, defect energies, ab-initio calculations 

INTRODUCTION 

In binary alloys of the Ll2-type like in all long-range ordered alloys the 
degree of order for thermodynamic reasons depends on temperature. At 0 K 
A and B atoms in a stoichiometric alloy sit on their respective sublattices 
only, that is, the majority A atoms (Ni) on the face centres of the cubic unit 
cell (a sublattice) and the minority B atoms (Al) on the cube corners 
(ß sublattice). With rising temperature an ever increasing number of antisites 
(A on ß, B on a) will be found in thermodynamical equilibrium, reducing the 
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(A on ß, B on a) will be found in thermodynamical equilibrium, reducing the 
degree of order which can be expressed by a long-range order (LRO) 
parameter as a function of the number of antisites. Changing the 
temperature by a small amount AT after LRO equilibrium has been 
established a new antisite distribution, equivalent to a new state of order, 
must be adjusted as an equilibrium state at the new temperature. 

In a number of experiments this kind of 'order-order' relaxation has been 
measured in Ni76Al24 by the very sensitive method of residual resistometry 
[1]. Closer inspection of the electrical resistivity curves as a function of time 
reveals that equilibrium is not reached by a single exponential but by two 
processes with distinctly different rates. From an Arrhenius analysis an 
identical activation energy of 4.6eV follows for both processes, the pre- 
factors accounting for the difference in the rates. Interestingly, in a similar 
investigation of another group on stoichiometric Ni3Al a much lower 
activation energy was determined [2]. The origin for this differences is still 
under discussion and the present investigation shall help to clarify this 
problem. 

Atoms must move for the degree of order to change. It is therefore 
natural to look up diffusion data for comparison. But Ni* tracer diffusion 
experiments [3,4] yield a much lower activation energy of only 3eV. On the 
other hand diffusion experiments with Ti* where the tracer atom substitutes 
Al yield a much higher activation energy of 4.6eV [5] which is in 
correspondence with the above results from resistometry. That is, we must 
keep in mind that the situation in usual diffusion experiments in ordered 
alloys is essentially different from order relaxation experiments. In the first 
case, a specified kind of atom is transported through the lattice, keeping the 
average distribution of atoms over the sublattices and therefore the state of 
order constant. In order-order relaxation there is, however, a net flow of 
atoms between the sublattices. 

ATOM JUMPS AND STATISTICS 

In close-packed lattices like Ll2 exchange with nearest neighbour 
vacancies is the only plausible mechanism for atom migration, comprising 
diffusion as well as order relaxation. The topology of the ordered Ll2 lattice 
leads to the following considerations for elementary atom jumps (fig. 1). A 
vacancy on an a (majority) sublattice site (at the centre in fig. 1) is 
surrounded by 8 a sites (shown schematically in the same column) and 4 ß 
sites (columns to the left and right) as nearest neighbours. Exchange with an 
A atom on a or an antisite B atom on a (shown in the vertical direction in 
fig. 1) does not change the antisite distribution and the degree of order but 
amounts to diffusion of A or B atoms via the majority sublattice [6]. 
Exchange with a B atom on ß creates an antisite (indicated by the + sign), 
whereas exchange with an A atom on ß removes an antisite (-sign). A 
vacancy on a ß site is surrounded only by 12 a sites as nearest neighbours. It 
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Figure 1, Schematic plot of possible atomic jumps between a- and ß-sublattice being 
either connected with the creation and annihilation of antisite atoms (horizontal jumps) or 
not (vertical jumps). 

can move only by the creation or destruction of antisites (horizontal jumps). 
There can be no diffusion by nearest neighbour jumps within the ß sublattice. 

Changes of the  degree of order proceed therefore   by the  following 
reactions: 

A„ + Vp <-> Ap + V„ and 
ordering <-   —> disordering ordering <-   -> disordering 

An ideal statistical description of an ordering alloy would be an ensemble 
of systems with occupation numbers for each lattice site specified for each 
system. In order to be able to calculate anything clearly some approximation 
must be made. One method would be to do a number of numerical 
experiments on a particular system with reduced size, that is, a Monte Carlo 
(MC) simulation [7,8]. You could also keep track of the development of 
cluster occupation probabilities by the Path Probability Method (PPM, [9]). 
The most simple way would be to average over the sites within a sublattice 
and to subject them to averaged surroundings. Within this (mean-field) 
approximation the occupancy of the A atoms on ß sites changes according 
to a master equation: 

W (PAß ) = l2PvßPAa
Vl ~ 12/V« PAß V2 (1) 

with pAp the probability of finding an A atom on a ß site, pVa the probability 
of finding a vacancy on an a site etc. The jump rates can be taken as 
Vi=v0 exp( -AGj / kT), AG, being in this case the Gibbs free energy barrier for 
an exchange of an A atom on a with a vacancy on ß, AG2 the barrier for the 
reverse jump [10]. Although in this approximation you do not get 
information about the probability of pairs or higher clusters of any structure 

189 



element and cannot describe inhomogeneities at a larger scale it reflects the 
fundamental ingredients of any kinetics: The concentration of reaction 
partners and the probability of the single reaction. In equilibrium the forward 
and reverse reaction must balance out to zero and all concentrations must 
correspond to those resulting from equilibrium statistical mechanics. 

Whatever kinetic description we choose, we need to know defect (mainly 
vacancy) formation energies and the energy profiles of migration paths 
where we are interested not only in single jumps but also in correlated jump 
sequences which have been proposed repeatedly for diffusion in ordered 
alloys [11]. Since we cannot derive these details of the jump processes 
unequivocally by analysis of the experimental data which are even 
controversial we decided to do a quantum-mechanical ab-initio calculation. 

CALCULATION OF DEFECT FORMATION AND MIGRATION 
ENERGIES 

The Vienna ab-initio simulation package (VASP) [12] based on ultrasoft 
pseudopotentials was used after carefully checking its reliability against an 
all-electron method (FLAPW [13,14]). 

Generalised gradient approximation (GGA) is the best choice for 
exchange and correlation, since ground state properties of Ni3Al are then in 
excellent agreement to experimental data (e.g. lattice constant aexp 

=3.572 Ä, aQGA =3.576 A; bulk modulus B0
exp=1.75 Mbar and B0 

GGA =1.77 
Mbar). More details can be found in a forthcoming publication. 

Point defects and their migration are modelled with supercells of 32 
atoms for which calculation of structural relaxation and total energies are 
tractable by ab-initio methods. Ionic relaxations around a point defect are 
derived by force minimisation; embedding the defect in an ordered lattice 
corresponds to constant unit cell volume and cell shape which is taken from 
the calculated equilibrium of pure Ni3Al ordered lattice. 

Assuming the defects to be sufficiently dilute and therefore non- 
interacting and taking a grandcanonical ensemble within a mean field 
approach [15-17] point defect formation energies and defect concentrations 
including configurational entropy are calculated for an off-stoichiometric 
cell which closer resembles the actual specimens of Ni76Al24. Small changes 
in concentration are realised by constitutional defects, in our case antisites 
for Ni-rich and Al-rich compounds. Adding thermal defects for T>0K defect 
concentrations are gained by full point defect thermodynamic treatment. 
This way, defect energies and defect concentrations are obtained as a 
function of temperature and composition. 

For  a  comparison   with   experiment   realistic   simulation   of  kinetic 
processes involves knowledge of migration  barriers,  a quantity  which  is 
difficult to determine experimentally. We studied two different migration 
processes for the Ll2 structure: 
a) direct jumps: 

an atom neighbouring a vacancy just jumps to the vacant site of the other 
sublattice leaving behind a vacancy now on its own sublattice; 
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b) a sequence of jumps: 
within a six-jump cycle different atom-vacancy exchange processes occur 
in order to move an atom (e.g. Ni) from its original place to a nearest 
neighbour position of its own sublattice, combined with a similar 
movement of the neighbouring (e.g. Al) vacancy. 

Figure 2 illustrates in row 1 and 2 two possible 6-jump cycle mechanisms 
for an original Ni-vacancy within the (001) plane (Ni-1) and leaving the 
(001) plane (Ni-2), the rows 3 and 4 show the corresponding processes for 
Al-vacancies. The vacancy position is denoted by a hexagon. In-plane 
movement: Al-1, Ni-1; out-of-plane movement: Al-2, Ni-2. 

1 ,_fßr> d$r- 'j£tv- -^y- 1 

2 /rrf^/' ijw/ -if9p <^^' ^ ..£ % Z Z- • 
4 ,^£T< sjtkp ■s£*r' 'J&F  4 

5^ yj&ap' ^<m^ ,d^ 5 

NM     Ni-2    Al-2     Al-1 
Figure 2. 6 jump cycle mechanisms for an original Ni-vacancy within the (001) plane (Ni- 
1) and leaving the (001) plane (Ni-2); the right side shows the corresponding processes for 
Al-vacancies. Vacancy position denoted with a hexagon. In-plane movement: Al-1, Ni-1; out- 
of-plane movement: Al-2, Ni-2. 

Figures 3 and 4 show the corresponding paths for the Al-atom moving to 
a Ni-vacancy and Ni moving to an Al-vacancy, respectively. The calculated 
values were obtained when all positions of atoms surrounding the moving Al 
were relaxed by minimising the atomic forces derived from the ab-initio 
machinery. We first want to concentrate on the jumps to nearest neighbours 
only (process of type a, jumps 0->l, back jumps 5->6). For jumps of the Al- 
atom the strong asymmetry is rather striking, illustrating that Al does not 
like to have other Al atoms as its nearest neighbours. The rather large size of 
the Al-atom would be a very plausible argument. However, within an ab- 
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Figure 3.     Calculated migration energies for Al-vacancies during six-jump-cycles in Ni3Al 
Direct jump: 0-1, six-jump-cycle:  0-6. Left: in (001) plane. Right:   out of (001) plane.' 
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Figure*     Calculated migration energies for Ni-vacancies during six-jump-cycles in Ni3Al 
Direct jump: 0-1, s.x-jump-cycle: 0-6. Left: in (001) plane. Right out of (001) plane. 
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initio approach there are no model parameters such as atomic size but just 
quantum mechanical interactions reflecting the extension of wave functions. 

The relative minimum at the right side (close to a Ni-site) is not at a 
lattice site position indicating the repulsion of nearest neighbour Al atoms. 
This minimum is rather flat leaving a barrier of only 0.3 eV for the jump 
back to the Al sub lattice compared to leV for the forward jump. 
Migration of a Ni-atom to an Al-vacancy results in a rather symmetric 
barrier; Ni sitting then on the wrong sublattice is even slightly more stable 
compared to its original position. Again referring to a simple size argument 
Ni is small enough to be accommodated on any sublattice rather independent 
of its neighbours. Both barrier heights (forward and backward jump) amount 
to 0.9 eV when atoms are relaxed during Ni movement. If no relaxation is 
allowed (static case) barriers increase to 1.5 eV. 

NUMERICAL RESULTS 

The results for defect formation energies for vacancies on the Ni and Al 
sublattices and for both types of antisites are presented in Table I. The 
values are derived for stoichiometric Ni3Al and Ni76Al24 at T=1000 K. 

The most striking result is, that the formation energy of Al-vacancies is 
very high. Furthermore, both types of vacancy formation energies are 
considerably larger than the corresponding energies required to create antisite 
defects. The more appropriate GGA-calculation shows that for formation 
energies of defects a reduction of 0.1 to 0.5 eV is observed compared the 
older LDA results [16]. 

Another important contribution to the defect formation energies arises 
from relaxation of ionic positions in the vicinity of the defects. The change 
of ionic positions due to relaxation is small. Largest relaxation is found for 
Al atoms on Ni sites, with 5.8% outward relaxation of the Al nearest 
neighbours and a 1.7% inward relaxation of the Ni nearest neighbours. 
Around the Ni vacancy an inward relaxation occurs amounting to -3.4% and 
-0.8% for the Al and Ni nearest neighbour shells, respectively. 

Table I. Defect formation energies Ef for Ni3Al and Ni76Al24 at 1000 K. Ionic positions: frozen 
and relaxed. Values as derived from GGA calculations 

1000 K MeVI VM VA, Aim NiA, 
Ni3Al frozen 1.38 2.35 1.01 1.01 

relaxed 1.50 2.01 0.51 0.51 
NJ76A124 frozen 1.54 1.88 1.63 0.40 

relaxed 1.54 1.91 0.63 0.39 

Astonishingly, the relaxed values for vacancy formation energy in the 
stoichiometric case turns out to be considerably increased. However, the 
calculation of vacancy formation energies is coupled to those of antisite 
defects by occupation of the same sublattice. In our case the strongest 
relaxation effects were found for AlNi leading even to an increase of the 
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formation energy of VNi compared to its unrelaxed value for the 
stoichiometric case. 

The assumption that cell shape relaxations are not relevant due to 
embedding in an ordered system was checked for the actual supercell size (32 
atoms). Cell shape relaxations were calculated: The Ni antisite and both 
vacancy supercells show a slight decrease in volume by 1%. The supercell 
containing the Al antisite expands by 0.5% and is tetragonally distorted 
(c/a<1.01). 

The migration energies for the different jump processes are shown in 
Table II for the frozen (unrelaxed) and the relaxed state. 

Table II. Migration energies Em for Ni3Al. Ionic positions:  frozen and relaxed. Values as 
derived from GGA calculations 

EJeVl 
jump process frozen      relaxed 

NJ->VAI 1.50         0.90 
A1-»VN-, 1.35          1.00 
Ni->VNi 1.80          1.00 

Ni ->' VN-, 2.50          1.65 
Ni ->2 VNI 3.70          2.20 
Al -»' VAI 2.15          1.10 
Al ->2 VAI 2.70          1.70 

A process also shown here is the jump of a Ni atom to a nearest neighbour 
Ni-vacancy leading to a symmetric barrier of height 1.0 eV (relaxed) and 1.8 
eV (not relaxed). However, this type of migration has no influence on 
residual resistivity because there is no change of order connected with this 
process. 

Processes of type b) refer to the six-jump model as described in detail by 
Debiaggi et al. [11]. For original Al-vacancies the mechanism is similar (Al- 
1 in-plane and Al-2 out-of-plane movements). For the jumps 6, 5, 4 the 
migration energy curves are symmetric with respect to jumps 1, 2, 3. Each 
cycle starts and ends with a jump of Al (or Ni) to a nearest neighbour Ni- 
vacancy (or Al-vacancy). Between the lattice site configurations only half- 
way positions of the moving atom were calculated. 

A range of migration energies is given for static calculations (upper 
boundary of white area) and fully relaxed calculations (lower boundary of 
white area). In that case, after the moving atom is in half position all atomic 
positions are relaxed which in some cases lowers the barrier substantially (e.g. 
Al-1 jumps 2, 3, 4). The line in the white areas is the result for semi-relaxed 
calculations: for the migrating atom at lattice sites the atomic geometry is 
fully relaxed, at half-way positions the ionic relaxation is derived by linear 
interpolation of the previously relaxed configurations. 

For three of the six-jump cases (Ni-1, Ni-2, Al-2) rather high barriers 
occur (even for semi- and fully-relaxed calculations) compared to the Al-1 
case. We therefore conclude, if any six-jump mechanism is realistic it can 
only be the in-plane mechanism starting with an Al-vacancy as illustrated in 
the right panel of figure 2 (white background). 
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DISCUSSION 

Various kinds of atom jumps with different activation energies work 
together in changing the distribution of atoms in an ordered alloy. It is 
important to understand how the single-event parameters calculated by ab- 
initio methods show up in the LRO measurements, e.g. electrical resistivity. 
Making the plausible assumption that resistivity values are proportional to 
the number of antisites of either kind we may as a first approximation start 
from the simple master equation ansatz (eq. 1), in this case describing the 
development of ß antisite density. The probability of finding a ß vacancy in 
the first term on the right-hand side of eq. (1) follows from thermodynamics 
as 

Pvß ~ e    77- (2) 

with E(p being the energy of formation of a ß vacancy. The rate v, is 
associated with the energy of exchange AEvp,Ao of a ß vacancy with an 
adjacent A atom on the a sublattice: 

AE,„ 

v, = v#e (3) 

Here we have taken entropy effects into the pre-factor and neglected the 
associated volume change. Analogous considerations apply to the second 
term in eq. (1) representing the back jumps. We further note that due to 
atom conservation in a stoichiometric alloy (neglecting the number of 
vacancies which is assumed to be small) 

1 
7Aa +^PAP ■l (4) 

In equilibrium the net flow is zero. Taking a small departure from the 
equilibrium number of antisites as an initial value - which corresponds to the 
situation in small-step annealing - so that 

PAB =PAB+&P 'Aß (5) 

and inserting eqns (2-5) into (1) and making use of the equilibrium condition 
we get 

dt 

A-Aß  ~ 

(PAß) = -ÄAßAP Aß^fAß 

kT 
+ Veffe 

(fiji.+AE,-,,,,,,) 

kT 
(6) 
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ApAp will thus decay exponentially with a rate that is a linear combination of 
two Boltzmann factors associated with the jump creating the antisite and the 
back-jump annihilating the antisite. The development of the number of the 
other type of antisites can be described by an analogous set of equations. 
With the activation barriers and vacancy formation energies from the ab- 
initio calculation we get the following pairs of effective activation energies 
(appearing in the exponent of eq. (6) and its corresponding counterpart: 
Ej = (2.96 eV, 2.55 eV) for XAßand Ej = (2.58 eV, 2.37 eV) for *,BB. Since two 
quite similar energies are paired in each case there is no significant curvature 
of the Arrhenius plot to be expected. Though in the present model we have 
not allowed for the change in vacancy density it is obvious that the 
activation energy is well below the 4.6 eV observed in the experiments. 

The high activation energy observed by the present investigators is in 
correspondence with diffusion experiments where the tracer substitutes the 
Al atoms [5]. Further, a systematic investigation of quasi-binaries where the 
ternary component occupies the Al sublattice showed an increase of the 
ordering activation energy with increasing order-disorder transition 
temperature hinting at a very high energy for pure Ni3Al [7]. The simple 
mean-field model therefore appears to be insufficient to render the true 
kinetics of this system if the high ordering activation energy should hold. 

Correlations of jumps in space and time could play an important role. One 
correlated jump mechanism can be envisioned as follows: An Al atom on its 
normal sublattice (ß) exchanges with an adjacent a vacancy, creating thus a 
ß vacancy. The concentration of ß vacancies normally is much lower than 
that of a vacancies owing to the higher energy of formation. A Ni atom can 
immediately jump into the ß vacancy, blocking effectively the back jump of 
the Al atom. As a result of this jump sequence two antisites have been 
generated. 

Such effects have in fact been observed by MC simulations of 'order- 
order' relaxations in A3B system with Ll2 superstructure [8]. It turned out 
that a main contribution to the process kinetics experimentally observed is 
due to highly correlated pairs of A-atom and B-atom jumps which occur 
when the majority A-atoms are sufficiently mobile [18]. As obtained from 
the above ab-initio calculations considerably higher migration energies are 
estimated for these correlated atom jumps, which seem to be necessary for a 
correspondence between experimental and theoretical results. 

We are planning for the near future to do MC simulations with the 
parameters as obtained from ab-initio calculations to get more information 
on this very interesting problems of. atomic jumps during changes in the 
degree of LRO. 
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ABSTRACT 

The coherent potential approximation (CPA) is a powerful mathematical technique for 
approximating the electronic structure of substitutional solid solution alloys. Most applications 
of the CPA to date have assumed an isomorphous model of the alloy in which all of the A 
atoms are assumed to be the same, as are all of the B atoms. The derivation of self-consistent 
potentials for the alloys within the framework of the CPA and the isomorphous model leads 
inevitably to the conclusion that the Madelung potential at each site must be zero. The 
approximate theory resulting from this derivation is called the KKR-CPA. The polymorphous 
CPA (PCPA) makes use of supercells that contain many atoms, and the Madelung potentials at 
all of the sites are calculated exactly. PCPA calculations produce a polymorphous alloy model 
in which every atom in the supercell is different. Tests will be shown that demonstrate the 
advantages of the PCPA over the KKR-CPA in explaining experiments that depend critically on 
the charge transfer in an alloy. 

Key words:     alloy theory, coherent potential approximation, electronic states 

INTRODUCTION 

The belief that the coherent potential approximation (CPA) gives the most 
accurate picture of the electronic states in substitutional alloys that is 
produced by any analytical model is based on numerical tests with simple 
one-dimensional and three-dimensional models and on the agreement with 
experiment of calculated properties.1 The ideal substitutional alloy is one in 
which A and B atoms are placed randomly on the sites of a Bravais lattice. 
The theoretical treatments2 of the CPA and the model calculations assumed an 
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isomorphous model of the alloy in which the A atoms all have the same one- 
electron potential v^(r), and the B atoms all have the potential vB(r). 

When the theory was extended to include charge self-consistency within 
the framework of the density functional theory and the local density 
approximation (DFT-LDA),3 difficulties were encountered. Because all of the 
work with the CPA made use of an isomorphous model, it was assumed that 
the self-consistent theory should have that feature. The resulting formalism 
leads to the result that all of the A atoms have the same electronic charge 
density pA(r), and the B atoms have pB(r). It predicts a net charge on the A 
and B atoms, 

t ' (1) 
4B = ]aPB(r)dr-ZB 

where the integral is over the volume of the unit cell n and Z is the atomic 
number. The fact that the atoms are charged means that there must be a 
Madelung contribution to the one electron potentials vA(r) and vB(r). The 
derivation of the self-consistent potentials within the framework of the CPA 
and with the restriction that the model must be isomorphous leads inevitably 
to the conclusion that the Madelung potentials at all of the sites in the alloy 
must be zero. In addition to the arguments in the original papers,4 this result 
can be deduced from the fact that the only way to have the same potential on 
all of the A sites and all of the B sites is for the Madelung potential to be 
assumed to have the value zero. The resulting self-consistent theory is called 
the Korringa-Kohn-Rostoker CPA (KKR-CPA). 

The environment for developing theories for disordered alloys changed 
dramatically with the advent of order-N DFT-LDA methods and the 
availability of massively parallel supercomputers. The amount of computer 
time required for conventional DFT-LDA calculations scales as the cube of 
the number of atoms in the sample, N3, but innovations in computational 
methods have lead to programs that scale linearly with N. Calculations have 
been carried out on models of alloys with supercells containing as many as a 
thousand atoms using an order-N method called the locally self-consistent 
multiple scattering method (LSMS).5,6 Surface effects are eliminated by 
periodically reproducing the supercells to fill all space. The charges on the Cu 
atoms in a model of a 50% CuZn disordered alloy calculated with a 1024 
atom supercell are shown in Fig. I.7 These charges are positive because Cu 
atoms take on charge in a CuZn alloy, and the unit of charge is the charge on 
an electron, which is negative. The full width at half maximum of the 
distribution is approximately the same as the mean net charge, 0.09978 
electron charges. The distribution of charges on the Zn atoms is similar. 

It should be emphasised at this point that these LSMS calculations can be 
considered as essentially exact DFT-LDA calculations on this model, with no 
built in bias toward any particular charge distribution p(r). The atoms in the 
CuZn model described here are placed on the sites of an ideal bcc Bravais 
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lattice. There is no reason to expect that there would be significant 
displacements from the ideal sites due to atomic size effects because the 
atomic numbers of the atoms differ by one, and experiments have confirmed 
this expectation.8 The muffin-tin approximation is used in the calculations, but 
there is ample evidence in the literature9 that this approximation will not 
introduce errors for Cu and Zn in this structure. The primary advantage to this 
approach is that the multiple scattering equations are exact for muffin-tin 
potentials, and questions of convergence that arise when full potentials are 
used can be avoided. This is not true if, e. g., the atomic sphere approximation 
is used. The net charge on the atom at site i centred at the position R, is 
defined to be 

9i = jaPi(r)dr-Zi, (2) 

where Z, is ZA if there is an A atom on the site or ZB otherwise. In these 
integrals, the unit cell volumes Q are the standard Wigner-Seitz cells for the 
bcc Bravais lattice, all of which have the same size. The charge distribution 
pi(r) is just the portion p(r) of that falls within the i* Wigner-Seitz cell. The 
values of 9, could be altered arbitrarily, and indeed they could all be made 
zero, by dividing space in other ways.10 We choose not to get into such 
manipulations because they cannot change the underlying physics. The qt 

defined in Eq. (2) are the ones that most people have in mind when they 
consider atomic charges. The Madelung potentials that these q, lead to are 
actually used in the self-consistent DFT-LDA calculations and have physical 
significance. If they are mapped away by some transformation, some other 
equally complicated expressions will have to be introduced into the 
calculation to take their place. 
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Figure 1. The charges on the Cu atoms in a model of a 50% CuZn disordered alloy calculated 
with the LSMS using a 1024 atom supercell. The unit of charge is the charge on an electron, 
which is negative. 
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The first-principles LSMS calculations lead to a polymorphous model of 
the alloy in which every atom has a different charge distribution p,(r). The 
simplest measure of this is the distribution of the qt shown in Fig. 1. The 
underlying reason that real alloys are described by the polymorphous model is 
that the contributions to the Madelung potentials are infinitely long-range in a 
disordered alloy, just as they are in an ordered intermetallic compound. This 
can best be seen from the following computational study. 

Since all of the net charges are available from a LSMS calculation, it is 
easy to calculate the contributions to the Madelung potential at site i from all 
the atoms on nearest-neighbour shells within any distance r„ of the site 

"to- I 2«, 

*r*i\*r» IR; R 
(3) 

where the 2 comes from the use of dimensionless charges and distances. The 
results of this calculation using charges from the 50% CuZn alloy with 1024 
atoms in the supercell is shown in Fig. 2.7 The particular site chosen is number 
513, which happens to have a Cu atom on it. The dotted line in that figure 
shows the Madelung potential at site 513 resulting from an Ewald calculation 
which sums over the infinity of atoms in the periodically reproduced 
supercells, V5,i(<=°). The values of the potential V513(r„) shown include 
contributions from the first 51 nearest-neighbour shells with values of r„ that 
stretch out over 7 times the radius of the first nearest-neighbour shell. There is 
no sign of convergence within this range. This is a simple demonstration of 
the fact that the only way that the Madelung potential at a site can be 
calculated correctly is to include the infinity of sites in the model. 
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Figure 2. The squares connected by the solid line show the Madelung potentials V'(r„) due to 
the charges from the nearest-neighbor shells within the radius /•„ using charges from a 50% 
CuZn alloy calculated with the LSMS with a 1024 atom supercell. The particular site chosen is 
number 513, which has a Cu atom on it. The dotted line shows the Madelung potential at site 
513 resulting from an Ewald calculation which sums over the infinity of atoms in the 
periodically reproduced supercells, V'" (°°). The circles connected with a dotted line show the 
potentials V£(r„) calculated with average charges on every site. 
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Efforts to develop an isomorphous model of an alloy with non-zero values 
of the Madelung potential led to two very similar methods, the screened 
impurity model CPA (SIM-CPA)11 and the screened CPA (S-CPA).12 They 
assume that the charge on an atom in the alloy is screened completely by a 
shell of charge located at a specific radius r^. Using calculations on single 
impurities in an otherwise perfect crystal as a guide,13 the effective radius is 
usually chosen to be equal to the radius of the first nearest-neighbour shell, /•;. 
It can be seen from Fig. 2 that the contributions to the Madelung potential in a 
disordered alloy are not at all like those in a pure metal. Another approach to 
calculating Coulomb effects within the isomorphous model is based on the use 
of spheres of different sizes to force the atomic charges to be zero and hence 
eliminate the problem.10 This approach has not been studied as much as the 
SIM-CPA and the S-CPA, and we choose not to go into that area for the 
reasons given above. 

Because of the preconceived notions described above, the results shown in 
Fig. 2 have caused some consternation. It is useful to study the reason for the 
long-range nature of V'(rn) with the help of a calculation on a hypothetical 
isomorphous model. Consider the potential ^0(r„) that is defined as in Eq. (3) 
except that the charge qt takes the value of the average charge qCu = 0.09978 e 
when there is a Cu atom on site i, or q^ = -0.09978 e when a Zn atom is on 
that site. The results of this calculation are also shown in Fig. 2. It can be seen 
that the differences between V513(r„) and V£13(rJ are subtle but significant. 
Clearly, the reason for the long-range nature of V'[rn) is that the fluctuations 
in the distribution of A and B atoms is such that the net charge on a shell is of 
the order of the average charge on an atom |q|. This would lead to a 
contribution from the nth shell that is of order ±|q|/r„. Because the number of 
atoms in a nearest-neighbour shell increases with n, the contributions fall off 
more slowly than that. 

One could imagine a DFT-LDA calculation with a starting charge density 
given by the isomorphous model. As the calculation is iterated to self- 
consistency, the partial Madelung potentials would evolve from theVj'so(rn) to 
V'(rn)illustrated in Fig. 2. This would be accompanied by the development of 
a linear relationship between the q{ and the V'(°°) as described in ref. 7, which 
is equivalent to the observation that the DFT-LDA produces a Coulomb 
energy that is described by the quadratic form in the qt given in Eq. (32) of 
that reference. 

Another result of the subtle differences between V?0(r„) andV'(rn)is seen 
when they are averaged over all the sites that have a Cu atom on them, 

yCu(rn)=lV'(rn). (4) 
i(zCu 

The argument is unchanged if they are averaged over all Zn sites. The exact 
Madelung potentials can also be averaged over the sites 

v°'H=2vlH. (5) 
iaCu 
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It can be seen from Fig. 3 that VCu(rn)takes on the value VC"H at the second 
nearest-neighbour shell. Starting with the fourth nearest-neighbour shell, the 
calculated values for Vc"(rn) show some scatter about Vc"(°°)> but that can be 
attributed to the fact that the number of atoms in the supercell, 1024, is still 
not infinity. It is easy to see either algebraically or computationally that 
Ck), defined by 

CW=XK»(0> (6) 
ICCK 

is zero for all values of r„. This is also illustrated in Fig. 3. 
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Figure 3. The potentials shown in Fig. 2 averaged over all sites containing Cu atoms. The round 
dots show the Vc"(rJ from Eq. (4). The solid line shows Vc"(~). The diamond shaped dots 
show the averages v£ (r„). 

It might appear that the computational results in Fig. 3 provide support for 
the SIM-CPA and S-CPA approximations, even though they show that r\ 
would not be a good choice for the effective radius reff. From a mathematical 
point of view, this is not the case because one has to mix models in order to 
make the argument. The isomorphous averages V°'{rn) are zero, as was 
anticipated in the derivations of the KKR-CPA. It does hold out the hope that 
the SIM-CPA and S-CPA could be made more compatible with the realistic 
picture of the Coulomb energy described in ref. 7, but the arguments given in 
the original papers will have to be revised. In their present form, there are 
serious problems with the SIM-CPA and S-CPA. It has been shown that the 
form for the total Coulomb energy that arises naturally from the model cannot 
be used. The expression must be multiplied by an adjustable parameter ß that 
cannot be obtained from within the theory.14The parameter ßmultiplies the 
Coulomb energy, but it does not occur in the one-electron potential. This 
violates one of the basic tenets of the DFT-LDA. The explanation for these 
difficulties that comes from the present discussion is that in a rigorously 
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derived isomorphous CPA the Madelung shifts should be zero, and the effort 
to introduce non-zero shifts will lead to difficulties. 

The LSMS method is based on the multiple scattering equations of 
Rayleigh15 that are also the basis for the Korringa-Kohn-Rostoker band theory 
method.16 It follows that the method is well-adapted to treat transition metals. 
When solving the multiple-scattering problem, the interaction of an atom with 
all neighbours in a local interaction zone that includes four or more nearest- 
neighbour shells is treated exactly. The Coulomb interactions with the 
remaining infinity of atoms are also treated exactly, but the multiple scattering 
part is approximated by setting the t-matrices on those sites equal to zero. This 
process is repeated for each of the N atoms in the cell, and the entire process 
is iterated until self-consistency is attained. 

It was suggested that the size of the interaction zone in the LSMS could be 
reduced considerably by placing an approximate t-matrix on the other sites, 
rather than the LSMS choice of zero. The resulting formalism is called the 
locally self-consistent Green's function (LSGF) method.17'18 It was argued that 
one good choice for the approximate t-matrix would be the one obtained by 
applying the CPA condition to the atoms at the centres of the local interaction 
zones. The Coulomb interactions between all of the atoms are treated exactly 
in the LSGF, as they are in the LSMS. In the applications of the LSGF to date, 
the multiple-scattering equations are approximated by using a tight-binding 
linear muffin-tin orbital basis and the atomic sphere approximation. 

It might be said that the LSMS and LSGF are order-N in the calculation of 
wave functions, but the Madelung potentials are not order-N. This does not 
matter because techniques for calculating Madelung potentials for periodically 
reproduced supercells using the method due to Ewald19 are well developed 
and require very little computer time. The LSGF gives results that are 
qualitatively the same as the LSMS. In particular, it predicts a polymorphous 
picture for a substitutional alloy. 

The facts outlined above provide a compelling argument for the position 
that the only proper way to include Coulomb effects in a CPA formalism is to 
construct a polymorphous CPA (PCPA) which takes into account the 
uniqueness of all the atoms from the start. Supercells must be used in the 
implementation of the PCPA because the Madelung potentials will be 
calculated exactly using the Ewald method, just as they are in the LSMS and 
LSGF. In fact, such a theory has already been tested because it is just a special 
case of the LSGF in which the LIZ is chosen to contain just one atom and the 
approximate t-matrix placed on all the other sites is the CPA t-matrix. 
Calculations have been successfully carried out with this version of the 
LSGF,14 although the method referred to as the CPA in that reference is the 
SIM-CPA. 

Isomorphous CPA's have been quite successful in interpreting the 
properties of alloys, and formulas have been derived for calculating the useful 
quantities within that formalism. It is reasonable to be concerned that all of 
this progress will be lost if the isomorphous model is deserted. In the 
following section, formulas will be derived for site-diagonal average Green's 
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functions and non-site-diagonal average Green's functions within the PCPA. It 
will be shown that they are simply related to the formulas that were derived 
earlier for the KKR-CPA.20 In Section III, the utility of the method will be 
demonstrated with calculations. The results will be discussed in the final 
section. 

CALCULATING PROPERTIES WITH THE PCPA 

The formulas that are used to calculate properties in the multiple-scattering 
versions of the CPA were derived in ref. 20, which will be referred to as FS in 
the following. The exact Green's function for a substitutional alloy is written 
in FS as 

G(E,ry) = ^Zl(E,r^Zl,(EX)-J,Zl(E,rn)Jl(EX).    (7) 
L,V L 

This form of the Green's function is valid when r and r' are inside the nth 

muffin-tin sphere or in the interstitial region between the muffin-tin spheres, 
where the potential is zero. As a practical matter, it can be considered the 
Green's function for r and r' inside the n,h Wigner-Seitz cell. The same Green's 
function can be written in a different way when r is in the n,h muffin-tin 
sphere and r' is in the m,h sphere, or they are in the interstitial region. For this 
case, the Green's function is 

G(£,r,r') = ^{E^y^l^). (8) 

In these equations, Z"L(E,r)is the solution of 

[-V2 + v»-£]Z£(r) = 0, (9) 

that is regular at the origin and equals 

Zn
L(E,r) = yL(rU(^K(£) - iKYL(r)h,(Kr)t (10) 

when r is greater than the radius of the nth muffin-tin sphere. It is assumed in 
Eq. (7) that |rn'|>|r„|. The matrix m"(£) is the inverse of the t-matrix t" that 
describes the scattering from the potential v„(r). Since t" is diagonal for 
muffin-tin potentials, its inverse is as well, and m" is a diagonal element of 
that matrix. The functions J,(KT) and h,{Kr) are Bessel functions, and K is the 
square root of the energy. Following FS, the spherical harmonics ^(r) are 
chosen to be real. The function J"L(E,r) is the solution of Eq. (9) that is not 
regular at the origin and approaches YL(r)j,(Kr) when r is greater than the 
radius of the nth muffin-tin sphere. The coefficients T™, are elements of the 
scattering-path matrix defined below. The Green's is not periodic, 
G(E,r,r') /G(£,r + R„,r' + R„) since the alloy is not. 
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The elements of the scattering-path matrix, x'^,{E), are most easily 
obtained by taking the inverse of the matrix 

M™=m18wdnm-gZ (11) 

That is to say, 

TLL' = [M-]~. (.2) 

The functions g™. are components of the free-electron Green's functions that 
describe propagation from lattice sites R„ to R™, and are zero when n=m. The 
elements of the inverse of the t-matrix on site R„, m", were defined above. 

It was shown in FS that all of the quantities that the CPA is capable of 
predicting must be obtained from a site-diagonal average Green's function 
starting from Eq. (7) or a non-site-diagonal average Green's function starting 
from Eq. (8). The reasons for focusing on the averaged Green's functions are 
given there. 

A major difference between the isomorphous CPA and the PCPA is the 
nature of the averaging process used. It was natural in FS to use an ensemble- 
averaging process, the ensemble being the set of (NA+NB)!/NA!NB! alloys that 
can be formed by distributing NA A atoms and NB B atoms on the lattice sites. 
In the PCPA, the average is over the sites of one infinitely large sample. The 
reason is that the only reliable way to calculate the Madelung potential at a 
site is to include the contributions from the charges on all the other sites. This 
lesson has been learned from the LSMS, the LSGF, and other order-N 
techniques. The differences between the various A and B atoms is due to their 
spatial correlation with all of the other atoms, and information about this 
spatial correlation is lost in the ensemble-averaging process. The site- 
averaged Green's function will be periodic. 

Using the site-averaging process, the average of the Green's function from 
Eq. (7) corresponding to the central site (R«=0) is 

(G(£,r,r')) = ^XXzi(£,r)«,(£,r') 

-^HzKE^jiiEy) 

This average is obtained by summing the contributions from the N atoms in 
the volume V. When adding the contribution from a given atom, the whole 
lattice is shifted so that the atom appears in the central cell. Another way of 
describing this process is that, in each term in the sum over /, the origin of the 
coordinate system is moved to the lattice position Rj. The limit of this process 
is reached as N and hence V increase without bound. This is called the site- 
diagonal average Green's function because the arguments r and r' are 
associated with the same site. It should be clear that the sum is independent of 
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the site that is chosen to be the central cell, so the averaged Green's function is 
periodic, {G{E, r, r')) = [G{E, r + R„, r' + R„)). 

The first step toward applying the coherent potential approximation to the 
average Green's function in Eq. (13) is to use the single-site approximation to 
simplify the scattering-path matrix elements. As was discussed in FS, the 
single-site approximation to the matrix elements r"w is obtained from the 
inverse of a matrix M^ whose elements are given by 

M'" = m' forn = i, m = i 
(14) 

M,,nm = mcg^ _ gnm     for „ ^ ^ Qr m -* f 

in a block-matrix notation that eliminates the angular momentum indices. The 
matrix m' is the inverse of the t-matrix that defines scattering from the 
potential v,(r), and the matrix mc is the inverse of the effective scattering 
matrix tc. Another way to write this scattering-path operator is 

x"-»<'00=D'^=^D', (15) 

where 

D'=[l + x^°(m"-mc)]_1. (16) 

The average Green's function in the CPA describes a periodic system with 
the scattering matrix tc on every site. The matrix t"m is the scattering-path 
matrix for this system, and is obtained from the inverse of the matrix Mc with 
elements 

Mn
c
m=mcönm-gnm   for all« and m. (17) 

Since this system is periodic,!" = xf = xf. It follows that the site-diagonal 
average Green's function in the single-site approximation is 

GSD(E,r,r>) = ^XXzi(£,rK;^(£,r') 

-77X£Zi(£>r)/i(£,r') 
"   i'=l    L 

As stated above, Eq. (18) should become identical with the corresponding 
KKR-CPA equation when it is applied to an isomorphous model. For that 
case, the functions of position Z'L(E,r) and Ji{E,r) are all z£(E,r) and 
Ji(E,r) when there is an A atom on the i,h site or Zf (E,r) and /f (£,r) when 
a B atom is there. This is equivalent to the assumption that the potentials on 
all the A or B sites are vA(r) or vB(r), and hence the t-matrices are t4 or t0. 
The resulting equation is 
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L,L' 

+JJcBZl(E,ryix
w>ZB

v{E,v') , (19) 
L,V 

-^[cAZ
A

L(E,r)JA
L(E,r') + cBZ

B
L(E,r)JB

L(Ey)] 

which is identical with Eq. (2.33) of FS. The most obvious difference between 
the Eqs. (18) and (19) is that in the PCPA all the atoms are assumed to be 
unique, and hence their concentrations are just X/N. 

To this point, the single-site approximation has been used, but nothing has 
been said about the definition of the effective scattering matrix tc. The 
relation that defines tc in the isomorphous CPA appears in Eq. (5.24) of FS as 

cArr+cBrr=rT (20) 

where rA-°° is obtained from Eqs. (14) by putting the inverse of the scattering 
matrix for the potential vA(r) on the central site and T

BO
° is obtained similarly. 

This is just the conversion of the original definition of the CPA2 into the 
language of the multiple scattering theory.21 The extension of this relation that 
defines the effective scattering matrix in the PCPA is 

lyy.oo     oo (21) 

where the scattering-path matrices are defined in Eq. (15). 
The information necessary for calculating self-consistent potentials and 

total energies in the PCPA is contained in the site-diagonal Green's functions 
in Eq. (18). As in any other system, the local part of the DFT-LDA 
potentialv,(r) is calculated from the charge density p,(r). The Madelung 
contribution is obtained from the net charges qt in the same way that it is in 
theLSMSortheLSGF. 

The average charge density on a site in the effective crystal is obtained 
from 

1       EF 

(p(r)) = --Im JGSD(E,r,r)dE. (22) 
7v 

It may be written 

(PMHTFSAM. (23) 
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where 

l£r'_ A(r) = --flm 
JZ J 

2zi(£,r)Zi,(£,r)T^(£) 
L,V 

dE. (24) 

The term in Eq. (18) that includes the singular solution j'L(E,r) normally does 
not appear in formulae for properties because it is real. The average density of 
states per site for the alloy can be found from the Green's function by 

(n(E)} = -Lim\GSD(E,r,r)dv, 
it     i (25) 

where Q is the volume of the central unit cell. Clearly, the density of states 
associated with any site in the effective crystal is the average ofthat quantity 
for the individual atoms in V 

(<E)) = ^lni(E) (26) 

where 

n'(E) = --Im 
K 

Xjz[(£,r)Zi,(£,r)rfrri 
li.L'a. 

oo 
w (27) 

It may seem contradictory to talk about an effective crystal and that is 
periodic, and at the same time talk about net charges on the sites. A similar 
apparent contradiction occurs in the isomorphous CPA, because one uses 
pA{r) and pB(r) to calculate the DFT-LDA potentials in spite of the fact that 
the effective scatterers on all the sites are the same. Ensuring this does not 
lead to a real contradiction is the purpose of the CPA condition. The major 
point of FS is that this is a necessary part of the formalism. A quantity like the 
total density of states does not require knowledge of the wave functions and 
can be calculated from the periodic effective crystal with tc on every site 
using Lloyd's formula.22 Information about individual sites mus't be used in the 
calculation of a property that requires wave functions, such as the potentials, 
because there is no average wave function in an alloy, only an average Green's 
function. 

In the CPA, the Bloch vector k is not a good quantum number. In spite of 
this, the periodicity of the CPA effective crystal has the consequence that k 
plays a role in the theory. The number of electronic states with energies 
between E and E+dE and k-vector in the element dk is proportional to the 
Bloch spectral density function, AB(E,k). For periodic crystals, AB(E,k) is a 
series of 8-functions in E or k, while in the CPA the peaks are smeared out. 
The Bloch spectral density function has been used over the years to elucidate 
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the connection between Fermi surfaces in alloys and their properties. The 
concentration functional theory of Gyorffy and Stocks23 has been used to 
predict alloy structures and the x-ray diffuse scattering intensity map for 
alloys, which can be compared directly with experiment. The Bloch spectral 
density is also used to calculate conductivity in alloys.24 

The formulae for the Bloch spectral density function derived in FS and 
displayed in Eqs. (4.8) and (4.9) ofthat paper are 

A*(£,k) = -(l/7r)lmG(£,k,k), (28) 

where 

G(£,k,k) = Xe*R"/G(JB,r,r + Rnyr. (29) 
n a 

In Eq. (29), the sum is over all reciprocal lattice vectors, and the integral is 
over the central unit cell. It should be noted that G(E,k,k) is not the Fourier 
Transform of the Green's function, as is used, e. g., in the analysis of positron 
annihilation experiments. 

The Green's function that must be used in AB(E,k) is obtained from Eq. 
(8) by means of the site-averaging process 

(G(£,r,r + R„)) = ^-|;iZi(r)TL4(r). (30) 
N  1=1 L,V 

The sum is only over site /, because the site j is related to site / by 
Rj =R, +R„. This is called the non-site-diagonal average Green's function 
because the r and r+R„ are in two different Wigner-Seitz cells. As before, the 
origin of the coordinate system has been shifted to the lattice vector R, for 
each term in the sum over i. The arguments in this equation may be a little 
confusing. From Eq. (8), the second function may be written Z[(r + Rn -R„). 

It is shown in Eq. (2.43) in FS that the single-site approximation to the 
scattering-path matrix in this equation is 

T*=D'T*D', (31) 

where xf is the scattering path matrix for a periodic lattice that has the PCPA 
scattering matrix te on every site. This matrix is found from the inverse of the 
matrix Mc defined in Eq. (17), and depends only on the separation between 
sites / andy 

Tf=Tc(R,) = [AC,f. (32) 
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The matrix D' is given in Eq. (16). Thus, the non-site-diagonal averaged 
Green's function is 

G^(£,r,r + R„) = lX £ I^W^Az^r).   (33) 
iV   1=1 Lj.Z^ L,V 

Inserting this in Eq. (29) leads to the expression for the averaged Green's 
function in the k-representation 

G(EXk) = \GSD(E,r,r)dr+^e,^^FLL,(Rn)rcA^  (34) 
a n w 

fi„*0 

where GiU{E,r,r') is defined in Eq. (18). In Eq. (34), 

MR
n) = i£ I RW^M*^^. (35) 

^V   1 = 1  L..L2Q 

which depends on R„ because R; = R, +R„. The integral is less complex than 
it seems because the matrix F(R„) has weight one in the sense that it is the 
sum of N integrals, but divided by N. 

Specialising to the isomophous case, for which   Z'L(r) = Z*(r)  with 
probability cA and z£(r) = Zf(r) with probability cB, ^.(Rj becomes 

+ ^c,Xj^(r)Zj(r)*^D;t. 
^   t ' (36) 

hM a. 

+ clZjzl(r)ZB
L2(r)drDB

LiLD
B

L2L, 

which does not depend on R„. The resulting formula for G(£,k,k) is identical 
to Eq. (4.10) of FS, which means that the Bloch spectral densities will be the 
same. 

It is reassuring that the formulas for F[[. and AB(E,k)obtained with the 
site-averaging process are identical with the ones obtained with the ensemble- 
averaging process when the former are applied to an isomorphous model. 
When ensemble averaging is used, the sum in Eq. (33) is over sites / andy 
independently. Since the function F[[. in Eq. (36) does not depend on R„, it 
can be factored out of the sum in Eq. (33). This makes the expression for the 
Bloch spectral density for the isomorphous case, Eq. (4.15) of FS, 
considerably easier to deal with computationally. 
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COMPUTATIONS 

It was assumed in the theoretical discussion in the preceding section that 
the size of the sample and the number of atoms would increase without bound, 
but, in practical applications of the PCPA, it is necessary to make a supercell 
approximation as in the LSMS and LSGF. The use of supercells does not 
interfere with the periodicity of the Green's functions. The calculation of the 
Madelung potential for all the sites in the supercell takes very little time when 
the Ewald19 method is used. Calculations of interesting properties using 
supercells of various sizes have shown that the supercell approximation is not 
serious as long as the cells contain some hundreds of atoms. One reason for 
this is that the Madelung sums are not seriously effected if the actual contents 
of the adjoining supercells in the large sample are replaced with replicas of the 
central cell. Another is that the properties of interest in the calculations are 
self-averaging. 

The computer codes used for the PCPA calculations described in this 
paper are based on the ones that were developed for the implementation of the 
LSMS method.6 The supercell is first generated for the underlying face 
centered cubic (fee) or body centered cubic (bec) Bravais lattice. For bec 
alloys, the dimensions of the supercell are normally chosen to be 5X5X5 
lattice spacings, and it contains 250 atoms. For fee alloys, the supercell 
dimensions are typically 4X4X4, and contain 256 atoms. The next step is to 
assign atoms to the lattice sites using a random number generator, with the 
constraint that the alloy model must have the chosen concentration. The 
computer code can build in short range order as measured by the Warren- 
Cowley coefficients, but that capability was not used in the present work. 

Initial guesses are made for the atomic potentials, and the t-matrices are 
calculated. Eq. (21) is solved iteratively for the effective scattering matrix tc, 
using a generalization of the programs that were originally developed for use 
in KKR-CPA calculations. The new charge densities for each site are found 
from Eq. (24), and the potentials v,(r) are calculated from them and the 
Madelung sums that have been discussed so much. The whole process is 
repeated until the total energy and potentials have converged. The advantage 
in using the muffin-tin approximation were outlined in the discussion of the 
LSMS given above. Questions of convergence that must be addressed when 
full-potential methods are used are avoided in the present report, although 
such methods will be incorporated in later calculations when they are deemed 
necessary. 

All the calculations reported here were performed with the Cray T3E-900 
512-processor supercomputer operated by the National Energy Research 
Scientific Computing Center located at the Lawrence Berkely National 
Laboratory. It is, of course, always desirable to use the most powerful 
computing facilities that are available. However, one of the major thrusts of 
future program development is to simplify the PCPA calculations so that they 
can be carried out on small workstations or microcomputers. 
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alloy a 
alloy 

Bohr radii 

LSMS 
charge 

e 

PCPA 
charge 

e 

KKR-CPA 
charge 

e 
50% CuPd 7.1000 Cu 0.17609 0.16084 0.04334 

80% CuPd 
Pd 

6.9000 Cu 
-0.17609 
0.07721 

-0.16084 
0.07453 

-0.04334 
0.02162 

50% CuZn 
Pd 

5.5000 Cu 
-0.31037 
0.10086 

-0.29959 
0.10143 

-0.08648 
0.07578 

50% AgPd 
Zn 

7.6100 Ag 
Pd 

-0.10086 
-0.04956 
0.04956 

-0.10143 
-0.04863 
0.04863 

-0.07578 
-0.05724 
0.05724 

LSMS, PCPA, and KKR-CPA calculations of charge transfers in some 
disordered substitutional alloys are shown in Table I. The LSMS and PCPA 
calculations for the CuPd alloys use supercells containing 256 atoms based on 
fee Bravais lattices, the lattice constant for the 50% alloy being 6.9 atomic 
units (AU) and for the 80% alloy being 7.1 AU. The disordered 50% CuZn 
alloy is in the ß phase (bec) with a lattice constant of 5.5 AU. The supercell 
used with the LSMS calculations contains 432 atoms, while the one for the 
PCPA calculations contains 256. The 50% AgPd alloy is modeled with a 
supercell containing 256 atoms and a fee Bravais lattice with a lattice constant 
of 7.61 AU in both the LSMS and PCPA calculations. The same lattice 
constants are used in the KKR-CPA calculations on all these alloy systems, 
but supercells are not used. The results in Table I demonstrate that the PCPA 
gives charge transfers that are remarkably close to the ones predicted by the 
LSMS, which we take to be the exact DFT-LDA answers. The predictions of 
the KKR-CPA are clearly flawed. 

Of course, charge transfers are not experimentally measurable quantities. It 
is of interest to see if there is a correlation between the ability of a theory to 
predict charge transfer and a more important property of the alloy, the energy 
of mixing. The energies of mixing of a series of CuZn alloys were calculated 
with the LSMS and KKR-CPA, and reported in a previous publication.25 

First, a series of total energy calculations were carried out with the LSMS 
using supercells containing 256 atoms. Calculations were carried out on alloys 
containing 25%, 50%, 75%, Cu as well as the pure metals for several values 
of the lattice parameter. The LSMS energies should be taken as the DFT-LDA 
values because the DFT-LDA is the only approximation in them. From a fit of 
the energies as a function of the lattice constants, the DFT-LDA prediction for 
the lattice constants as well as the total energies at the predicted lattice 
constants was found. KKR-CPA total energy calculations were carried out for 
the same systems at the DFT-LDA lattice constants. Finally, a PCPA total 
energy calculation was carried out at the DFT-LDA lattice constant for the 
50% CuZn alloy. It was necessary to recalculated the pure Cu and Zn systems 
with the PCPA codes to make them consistent. 
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Figure 4. The heats of mixing for the alloys(/(c). The solid line shows the results of the LSMS 
calculations. The short dashes show the KKR-CPA heats of mixing. The solid square shows the 
heat of mixing calculated from the PCPA. The experimental results are indicated by the open 
squares, and the LSMS plus short-range order by the line with long dashes. 

The heats of mixing for the alloys are found from the total energies U(c) 
for the different concentrations c using the formula 

Umix(c) = U(c)-(l-c)U(0)-cU(l) (37) 

and are plotted in Fig. 4. There are clearly errors in the Umix(c) calculated 
with either the KKR-CPA or the PCPA, but the errors are not as big as might 
have been expected considering the highly simplified nature of these 
calculations in comparison with the LSMS. As pointed out several places,6'25 

the DFT-LDA predictions for the lattice constants are systematically smaller 
than the experimental values, and the binding energy is also smaller than 
experiment. A possible correction to the binding energies is to include short- 
range order.6 This brings the DFT-LDA predictions into alignment with 
experiment as seen in Fig. 4. 

DISCUSSION 

The primary conclusion of this research is that averaging the exact Green's 
function for the alloy and then making the single-site approximation within 
the philosophy of CPA leads to the PCPA. Applying the additional restriction 
that the alloy must be isomorphous then leads to the standard KKR-CPA.4 The 
reason that the SIM-CPA and S-CPA run into difficulties is that they are 
trying to achieve a goal that is mathematically forbidden, which is to include 
non-zero Madelung potentials in an isomorphous alloy model. Of course, the 
SIM-CPA and S-CPA may still be useful approximations. 
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The PCPA is expected to be very helpful in explaining experiments that 
depend critically on charge transfer. A study of core level shifts in alloys 
based on LSMS calculations has been published.26 The alloys treated are the 
ones in Table I. LSMS calculations give predictions for the core level shifts 
that agree with experiments to within experimental accuracy. Calculations 
using the PCPA are almost as good as the LSMS, while those done with the 
KKR-CPA are less good. These results will be published in detail in another 
journal. 

If it is accepted that the best CPA formulation leads to a polymorphous 
model, it is reasonable to ask why the isomorphous CPA calculations were so 
useful in explaining properties of alloys. Part of the answer can be seen from 
Fig. 4, which illustrates that an error in the treatment of the Coulomb effects 
that appears quite sizable may not lead to such a large error in the binding 
energies. The KKR-CPA gives about 83% of the DFT-LDA binding energy, 
even though it predicts only 75% of the correct charge transfer and 0% of the 
correct Madelung potentials. The error in the PCPA heat of mixing compared 
to the DFT-LDA value is 0.4 of the KKR-CPA error, and of a different sign. 
In addition, it can be seen from Figs. 5 and 6 in ref. 25 that differences 
between the densities of states calculated with the KKR-CPA and the LSMS 
are not large enough to be seen in most experiments. Many of the early 
experiments on alloys were measures of the densities of states. 

There are a number of extensions to the present work that must be 
achieved. As mentioned above, it would be useful to develop dedicated PCPA 
computer codes that could be run on small computers. With the codes that are 
presently available, the authors of this paper are able to extend the 
calculations to treat local interaction zones that contain more than one atom, 
which is the LSGF. Such extensions go beyond the philosophy of the CPA, 
and they require much more computational power. 

Some studies have been published on the effect of increasing the size of 
the LIZ's in the LSGF,14 but it would be interesting to check these with 
calculations that do not employ the tight-binding linear muffin-tin orbital 
basis and the atomic sphere approximation. From the mathematical point of 
view, it would be interesting to study LSGF calculations in which the 
effective scatter tc is given by Eq. (21). To be precise, the LIZ's contain more 
than one atom, and the scatters in Eq. (21) describe the central atom of the 
LIZ embedded in a matrix in which all the other atoms are represented by tc. 
Similar calculations were done in the early days of the CPA development, and 
the Green's functions for the periodic system with a tc on every site were not 
analytic.27 
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ABSTRACT 

Diamond-anvil cell (DAC) high-pressure technique with in situ laser heating of a sample permits the 
determination of iron phase diagram to pressures reaching planetary cores. The DAC technique in 
combination with in situ x-ray study of iron has revealed the presence of at least one additional state of iron 
with possibly a double hexagonal closest packed (DHCP) structure given the name ß. A review of the 
available data, indicates that in addition to the previously known triple points, the BCC( body-centered 
cubic)-HCP (hexagonal closest packed)-FCC (face centered cubic) and the ß-BCC-FCC-melt, the following 
triple-points may exist in the iron phase diagram: the HCP-FCC-ß: pressure (P) = 40 (4) GPa at temperature 
(T) = 1550 (100) K, the ß-FCC-melt: P = 60 (10) GPa at T = 2600 (100) K. We define the stability of ß-phase 
between pressures of 37 to 300 GPa at high temperatures. The HCP-ß phase boundary has a small negative 
dP/dT indicating the similarity of physical properties (molar volume, thermal expansion and bulk modulus) 
between the two but a higher entropy and enthalpy for the ß-phase. The melting curve of iron has been 
determined quite reliably with the laser heated sample in the DAC to a pressure of about 80 gigapascal (GPa). 
The pressure range of melting has been extended to as high as 200 GPa but is not supported by shock-wave 
data and requires further studies for confirmation. 

INTRODUCTION 

Since iron is one of the most abundant elements in Earth forming the major part of the 
core, it has always been a subject of high interest to geoscientists. There is intensified 
interest in studying iron at physical conditions of the core because of new developments in 
high pressure-temperature techniques. Iron occurs in four distinct polymorphs. Three (BCC 
body centered cubic, 8-BCC and FCC) are stable at one atmosphere and the fourth (HCP) 
phase at high pressures. Fernandez-Guillermot and Gustafsson (1985) assessed the 
thermochemical data on BCC, 8-BCC, FCC and melt at 1 bar and calculated a phase 
diagram to 20 GPa. Saxena et al. (1993) noticed a change in the laser absorption properties 
of iron at high pressures and temperatures and suggested the occurrence of a fifth phase 
which they called ß. During the last six years, we have conducted a series of experiments 
on establishing the identity and stability field of this phase (e.g. Saxena et al., 1995, 
Dubrovinsky et al., 1998). 
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This paper describes the techniques of studying iron at high pressures and 
temperatures and summarizes the available data fixing the ß-FCC and ß-HCP phase 
boundaries, and the triple points ß-FCC-HCP and ß-FCC-melt. 

EXPERIMENTAL TOOLS 

Diamond-anvil cell 

The diamond-anvil cell is a device where two opposing diamond-anvils are pressed 
against each other to squeeze a sample placed in between to reach ultra-high pressures (Fig. 
1). The sample is usually contained in a micro-hole created in a metal gasket. The 
advantage of the diamond-anvil cell as containers for high-temperature, high-pressure 
research is the ease with which samples can be prepared and squeezed to desired pressures 
and heated, while simultaneously studying them optically or by x-ray and a variety of 
spectroscopic techniques. This is due to the transparency of diamonds as well as their 
hardness and high thermal conductivity. The disadvantages are that the sample size is small 
and the pressure is uniaxial which may result in large pressure gradients at very high 
pressures. Both these disadvantages are largely overcome by using high intensity sources 
such as synchrotron x-ray and releasing the stress by using heated cells. Pressure at room 
temperature can be measured from the ruby fluorescence technique or by determining the 
cell constants of an internal standard if x-ray is used. 

Laser 

One may use scientific grade lasers (C02- and Nd-YLF) in continuous wave (CW) 
mode to heat a sample to several thousand degrees. The sample is sandwiched between 
insulating layers of a material that does not absorb the laser energy. For C02-laser (10.600 
nm), the insulation can be provided by liquid argon which solidifies as pressure is 
increased. For Nd-YAG (1064 nm), an oxide such as MgO or any liquid gas that does not 
react with the sample may be used. The lasers are power stabilized by the manufacturers 
and one may add further stability by using feed back loops monitoring either the power 
fluctuation or the thermal radiation. We use a liquid-crystal-based stabilizer (Cambridge 
Research Inc.) with feedback, which results in intensity stabilization within 0.05% peak-to- 
peak (RMS). For iron the Nd-YLF (1064 nm) laser is best. To maintain a homogeneous 
temperature, the sample should be heated from two sides (see later). 

X-ray 

The use of synchrotron facilities at the Advanced Photon Source (APS) at Argonne 
National Laboratory may be used for all studies requiring a small size beam and double- 
side laser heating. Local x-ray diffraction (XRD) facilities may be used for all samples at 
moderate to low pressures. The National Synchrotron Light Source (NSLS) at Brookhaven 
National Laboratory (BNL) facilities are used for externally heated cells requiring a small 
beam size. Because of the use of polychromatic light, the high pressure XRD BNL facility 
is not particularly useful for structural state studies (e.g. obtaining super lattice reflections 
requiring the distinction between a double HCP vs. HCP). 
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Fieure 1. Mao-Bell design diamond-anvil cell. The length of the cell is approximately 6 inches^The p.ston- 
cylinder design is used with a diamond glued on WC seats and lodged in position as shown in the insert 
Pressure is increased by hand using the screw shown. A gasket between the diamonds contains the sample. 

EXPERIMENTAL TECHNIQUES 

Laser-heating 

Pressurized sample in a DAC may be heated by stabilized Nd-YLF laser (Photonics, 
50 Watts CW at 1064 nm, TEMoo mode). Temperatures are determined from the thermal 
radiation of a hot sample using spectroradiometry as described below. The use of 2- 
dimensional CCD detector and imaging spectrograph with entrance slit makes it possible to 
measure temperatures along a narrow vertical strip in one single measurement with spatial 
resolution of about 3 microns (Fig.2). A detailed description of the laser heating system is 
given in Shen et al. (1998). In laser heating from one side of the sample, there is a large 
temperature gradient from the front to back. While this is not a problem for some studies 
e g melting where only surface reaction is involved, it is a definite draw back for 
determining physical properties of solids where the x-ray samples the whole thickness 
Therefore, one should use the technique of heating the sample from both sides (Fig. 3) as 
developed by Shen et al. (1998). 

External heating 

One may use a flexible graphite foil for external electric heating (Fig. 4). In such a 
design, both the diamonds and gasket can be heated homogeneously to temperatures in 
excess'of 1200°C. We use two rectangular flexible graphite slabs (-23* 10mm ) of 1mm 
thickness. Small pieces (~8*10mm2) of the graphite foil of 0.5 mm thickness are glued to 
the edges of these slabs along their lengths using high temperature graphite glue. These 
small pieces at the edge of the slabs make the furnace stable and direct the heat to the 
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sample and the diamond tips. The slabs are indented simultaneously and the Re-gasket is 
placed between them. The whole furnace is then isolated from the cell using thin sheets of 
mica (-50 micron) above and below the slabs and screwed together using a thin 
molybdenum sheet. Two molybdenum electrodes (thickness 4mm) are inserted between the 
two slabs of graphite foils and finally glued using high temperature ceramic glue. The 
sample is heated using a DC power supply, with an operating range between 13A/10V- 
150A/26V. For measuring the temperature, a Pt/Ptl3%Rh precision thin micro- 
thermocouple with a junction diameter around 25 micron is used. The junction of 
thermocouple is inserted close to the diamond anvil shown in Fig.4, such that it can touch 
the gasket sitting between the foils. The reproducibility of temperature with such 
thermocouple attachments near the diamond-gasket interface is within 10 K. All 
experiments are carried out with flowing argon, which creates an inert ambient condition 
and acts as a coolant to the cell. 

Figure 2. The laser spot. Thermal radiation is collected along the 3 micron size slit in segments of 4 or 8 out 
of 128 or 256 channels. Since the laser power has a gaussian distribution, the temperature is measured at the 
top of the profile giving errors of only a few degrees, which is dependant on the thermal gradient. 

Multiwavelength Spectral Radiometry 

The temperature is measured using the method of spectroradiometry (Jeanloz and 
Kavner, 1996, Lazor and Saxena, 1996) for heated metals and silicates. For correct 
temperature determination wavelength dependent emissivity has to be considered when 
fitting the spectra to the Planck radiation function. After major advances in instrumentation 
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during the last decade, a poor knowledge of high pressure and temperature emissivity 
became the main source of systematic errors in temperature measurements in high pressure 
studies. These errors may range from few tens to several hundreds of degrees depending on 
the actual emissivity variation with wavelength and the temperature range of a study. 
Thermal radiation is collected over a range of wavelengths and the resulting spectrum is 
fitted with Planck's function. The accuracy of measured temperature requires data on 
emissivity of a sample as a function of pressure, temperature and wavelength (Coates, 
1981). In multiwavelength thermometry the spectral radiance of the target at several 
wavelengths is curve fitted to Planck's or Wien's equation. 

Figure 3. Double-side laser heating. This is accomplished in a DAC designed to reach the sample from both 
sides. Unlike in the Mao-Bell cell, the pressure here is increased directly with the help of 4 or 6 screws. 

Sample preparation and x-ray data collection 

The very high-pressure experiments require fine incident X-ray beam (8*9 u2 or less) 
of 0.4Ä wavelength or less, preferably with an imaging plate performed on a synchrotron 
radiation facility (e.g. APS, Argonne). Powdered samples (iron of 99.999% purity) are 
loaded into the 30-35 jo. initial diameter hole in a Re-gasket, which is confined between 
diamond culets (beveled to 40 or 50 |i outer diameter, if pressure is to reach 300 GPa). 
Pressure is determined with powdered platinum (99.999% purity) as an in situ x-ray 
standard mixed in small proportion with the iron sample. We obtain powder X-ray 
diffraction data with a Siemens X-ray system consisting of a Smart CCD Area Detector and 
a direct-drive rotating anode as x-ray generator (18 kW). M.oKa radiation is 
monochromatized using an incident beam graphite monochromator and passed through a 
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collimator of diameter 30 to 40 (im to the sample. The diffracted X-ray is collected on a 
512x512 pixel area detector. We heat the samples externally in a Mao-Bell type DAC 
(Dubrovinsky et al., 2000). In our analysis of the integrated x-ray spectra, we use the 
program GSAS (Larson and Von Dreele, 1994) and Peak Fit 4.0. At Argonne National Lab, 
we use the double-side laser heating system as established by Shen (see Shen et al. 1998). 

Figure 4. External heating of the sample in a DAC. In this design, the heat is provided through electrical 
heating of the graphite slabs with a low voltage and high ampere current (up to 150 A). Four mm thick 
molybdenum electrodes are connected to the two slabs. The metal gasket containing the sample as well as the 
diamond anvils are thoroughly heated (at least one third to half of the diamonds are within the graphite slabs: 
this is not represented correctly in the figure). 

IRON PHASE DIAGRAM 

The new phase ß 

The distinction between the DHCP and HCP structures is based on the former 
showing additional super-lattice reflections, which are not as strong as the HCP 
equivalents. One of the difficulties of experiments in establishing the structure of the ß 
phase is that the Nd-YAG laser heating of a sample requires that the diamonds be thermally 
insulated from the sample requiring the use of an oxide or an inert gas. The presence of an 
additional material in the sample complicates the x-ray pattern. Corundum has numerous 
reflections; silica undergoes several phase transitions and MgO masks the important super- 
lattice reflections of the DHCP structure. There is also the possibility of a reaction between 
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iron and the pressure medium. In spite of such difficulties, we were able to use MgO as a 
pressure medium and by using the 2-dimensional CCD detector were able to discern the 
super-lattice reflections of the DHCP phase (Dubrovinsky et al., 1999) (Fig. 5). The 
structure has now been confirmed to pressures as high as 300 GPa (Dubrovinsky et al., 
2000). Andrault et al., (1997) report an orthorhombic structure at somewhat higher 
temperatures but this needs confirmation. 

Iron phase relations 

Figure 6 shows the existing data for the phase diagram of iron. All x-ray data 
quenched or in situ have been plotted for the solid phases. From the figures, it is clear that 
we need several data to bracket (i.e. obtain an assessment of equilibrium pressure or 
temperature by reversing the direction of reaction) the phase transformations in the 
pressure and temperature field. The experiments conducted thus far have not been designed 
to bracket the reversals for ß but just to show the existence of the phase over a field of 
pressure-temperature stability. Based on the data shown in the figures, it is difficult to 
define the pressure and temperature of the triple points with any precision. The triple point 
FCC-HCP-ß-phase in the figure is in part based on the in situ x-ray data on phase 
transformation of the FCC phase to HCP and ß. The slope of the FCC-HCP boundary 
based on the data of Funamori et al. (1997) is slightly less steep than those based on the 
data of Mao et al. (1987) and Boehler et al. (1987). The large scatter in the data on the 
appearance and disappearance of the FCC or ß-phase is due to kinetic difficulties. If one 
increases temperature rapidly, the phase transition is not recognized until the transition 
temperature has been exceeded substantially. Similarly rapid cooling leads to 
underestimation of transition temperatures. 

The ß-HCP phase boundary 

The available data shows a slightly negative slope of the phase transition P-T curve. It 
is important that several experiments are conducted to establish both the DHCP structure 
and the phase boundary. Since the temperature range is within the limits of our external 
heating equipment, this task can be accomplished with no difficulty. We can use argon to 
moderate pressures and then switch to solid pressure medium such as MgO, checking 
carefully that no reaction takes place during prolonged heating. In a recent study 
(Dubrovinsky et al., 2000), we determined the HCP to ß-phase transformation between 
pressures of 135 and 300 GPa. At a pressure of 301 (20) GPa, HCP iron was transformed to 
ß-phase at a temperature of 1350 K; the transition was reversed on cooling below 1250 K, 
which indicates that transition boundary has a very small negative slope in the pressure- 
temperature field. 

The ß-FCC phase boundary 

This is a more difficult task because it must be done with double-side-laser heating. 
However the pressure is limited to a maximum of 70 GPa and argon could be used as a 
pressure medium. As yet, for the FCC-ß-phase boundary, we have little data to go on. One 
may assume that the FCC-HCP boundary as proposed by Shen et al. (1998) may be 
considered as the FCC-ß-phase boundary. It is difficult to distinguish the DHCP (ß-phase) 
from the HCP phase without the use of a monochromatic beam and angle dispersive 
measurement; these are essential to recognition of the super-lattice reflections. It is now 
possible to accomplish this at APS. 
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Figure 5 2-dimensional CCD x-ray data on heated iron(diffraction data from Dubrovinsky et al., 1999). The 
calculated ± error is shown in parentheses, a. Reference sample of MgO and HCP iron at 61 GPa at 300 K. b. 
The same sample at 1500 K and up to 61 GPa; remains untransformed as the HCP structure, c. The same 
sample at 2100 K. Spots corresponding to super lattice reflections of the b-phase appear as marked, d. The 
new reflections disappear on cooling. 
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Figure 6. Phase diagram of iron where a and y represent bcc and fee lattice types. The vertical dashed lines 
represent the boundaries between the mantle and outer core (at roughly 135 GPa) and between the inner and 
outer core (at roughly 340 GPa) All x-ray data, quenched or in situ, have been plotted for the solid phases. 
Open circles and triangles (no error bars shown): below 80 GPa from Dubrovinsky et al. (1998a) all data 
above 80 GPa from Dubrovinsky et al. (2000). Triangles with error bars represent ß, below 80 GPa from 
Dubrovinsky et al. (1998b) and above from Dubrovinsky et al. (2000). Melt data: open squares from Boehler 
(1993); circles with error bars are from Saxena et al. (1994). X-ray data from Shen et al. (1998) are plotted as 
circles without error bars. 
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Location of the triple points ß-FCC-HCP and ß-FCC-melt 

Some data on the triple point is presented in the figure above. The task is complicated 
by the need to combine the laser heating data for the ß-FCC boundary with the ß-HCP 
boundary determined from external heating. The FCC-DHCP (or HCP) - melt triple-point 
was located by Boehler (1993) at ~ 100 GPa. This was based on the argument that there is 
the depression of the melting curve around 80-100 GPa (Boehler et al. 1990). Boehler et 
al. (1990) did state that this depression may be an artifact. Indeed in our melting 
experiments we were unable to confirm this depression. Yoo et al. (1995) did not find the 
HCP-FCC phase transition all the way to melting at 50 GPa. Based on the data of Shen et 
al., (1998), the triple point DHCP-FCC-melt could be close to 60 GPa possibly at 2640 K. 
We need to confirm these data. 

The melting curve of iron at pressures between 80 and 300 Gpa 

Melting of iron at pressures above several GPa has been accomplished both by heating 
iron with a laser in DAC (e.g. Boehler, 1993) and by the shock wave method (Bass et al., 
1990, Gallagher and Ahrens, 1994, Yoo et al., 1993) (Fig. 7). The static pressure data 
supports that iron melts at temperatures that are several hundred degrees lower than those 
obtained in shock-wave experiments. Recently Ahrens and coworkers (Chen and Ahrens, 
1995,1996) found that it may be possible to reconcile the differences between the iron 
melting temperatures determined by the two techniques; the differences may not be as large 
as previously thought. A significant development in this regard is the recent study of 
Ahrens et al. (1997) who reported the sound speed data along the Hugoniot (the curve 

100 150        200 

Pressure/GPa 
250 300 

Figure 7. Iron melting at high pressure. Triangles: Boehler (1993), Circles: Saxena et al. (1994). Shock-wave 
data from various authors as marked. B&M : Brown and McQueen (1986). 
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representing the velocity of a single shock wave and the pressure, temperature and total 
heat ofthat material, before and after the shock passes). They determined that the FCC 
phase melts at a temperature of 2800 K at a pressure of 70 GPa. This lends strong support 
to the static pressure measurement of melting temperatures fitting quite well with the x-ray 
data ofShen et al. (1998). 

The melting temperatures determined at ultra-high pressures (Boehler, 1993, Saxena 
et al., 1994) are not totally without problems. At such pressures, the detection of melting 
becomes a definite problem. The in situ x-ray data are necessary (Shen et al., 1998) but 
these yield only an upper limit of temperature when iron is totally melted. We cannot 
ignore the possibility of some reaction between the pressure medium and the sample. The 
effect of stress on melting in DAC appears to be small to pressures as high as 60 GPa. The 
differences in the technique of iron melting detection and temperature measurements in 
DAC technique have led to significant uncertainties in measured temperatures but most 
data do lie in a band within a range of 250 degrees. The temperature of melting changes 
continuously decreasing with increasing pressure. According to these data, melting of iron 
should occur below 4000 K at a pressure of 200 GPa. As discussed by Anderson and Duba 
(1997), the question of melting at pressures above 200 GPa hinges around the data of 
Brown and McQueen (1986) who proposed a solid-solid phase transition at -200 GPa and 
melting at 243 GPa at temperatures of 4400 and 5500 K respectively. Currently some work 
is in progress which tends not to support the existence of the solid-solid reaction but this 
may be due to a number of factors as discussed by N. Holmes and J. Brown at the AGU 
Fall meeting, 1998. We note from the figure that the DAC data, which extends to a pressure 
of 200 GPa does not permit a value greater than 4000 K for melting at that pressure. We 
must treat the data on melting of iron at pressures greater than about 100 GPa with caution 
and plan new experiments with in situ x-ray study. We need to confirm a) that no reaction 
takes place between the solid pressure medium and iron and b) the visual observation of 
melting was reliable. The common criterion in determining melting is the visual 
observation of motion on the sample surface. In our experiments, we combine this method 
with the recording of a laser-power/sample-temperature dependence. We believe this 
represents a significant improvement in reliability and objectivity of melting determination. 
At ultrahigh pressures of several hundreds of GPa, melting detection by visual observation 
may become problematic due to the very small size of a sample; therefore we conduct 
several melting experiments with in situ x-ray. The melting criterion by the laser- 
power/sample-temperature function requires very stable intensity of a laser beam. 

CONCLUSIONS 

New techniques using diamond-anvil cells with laser heating and heating the cell 
externally have made it possible to explore the behavior of iron to pressures and 
temperatures as high as those existing in terrestrial planetary cores. An important result of 
the new studies is the possibility that iron may occur in more than the four structural states 
(d-BCC, BCC, FCC and HCP) already known. It appears that at least one structural 
polymorph, the DHCP, may be present. Based on the review of the available data, the 
location of two triple points is discussed. The ß phase is deduced to have similar physical 
properties as the HCP phase. 
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INTRODUCTION 

The cluster variation method (CVM) has been introduced by Kikuchi [1], and successfully 

applied to various problems of solid state physics and materials science. For instance, it has been 

used extensively to investigate temperature-composition phase diagrams of alloys. In the CVM 

calculations, however, the entropy expression was formulated for permutations of atoms among 

rigid lattice points. This type of approach will be referred to as the conventional CVM [1,2] in 

the present paper. 
In real alloys, there are problems which need more than permutations of atoms among 

rigid lattice points. These problems include local lattice distortion caused by the atomic size 
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differences, thermal vibration and the effect of elastic interactions on phase diagrams [3]. 

Responding to the need of removing the restriction of the rigid lattice, the continuous 

displacement (CD) formulation has been recently introduced [3]. Since the CD formulation is an 

extension of the conventional CVM, we present the basis of the CD by comparing it with the 

conventional CVM treatment. 

In the present study, we also use the moment method in the statistical dynamics[4], which 

includes the quantum mechanical effects of the lattice vibrations in the low temperature region. 

This method can be incorporated with the conventional CVM and applied to study the phase 

equilibrium of alloys, going beyond the harmonic approximation[5-7]. Using the moment 

method in the statistical dynamics, the Helmholtz free energy ¥(a) of the alloy system is given 

by 

V(a) = %-l(V)ada, (1) 
o 

where (...)„ represents the thermal averaging over the equilibrium ensemble with the Hamiltonian 

H =H0-aV. Here ¥„ is the free energy of a system corresponding to the unperturbed 

Hamiltonian H0, and V denotes the perturbation due to the atomic displacements. The thermal 

average (V)a can be written in terms of the moments and determined with the aid of moment 

formulae. 

CONTINUOUS DISPLACEMENT TREATMENT OF CVM 

Formulation of CD treatment of CVM 

In this subsection, we briefly summarize the essence of the continuous displacement 

treatment of the CVM. We start with a reference lattice, to each lattice point of which we assign 

an atom. An atom assigned to a lattice point is actually located at r away from the lattice point. 

We define the function f(r)dr as the probability of finding an atom at r in the volume element dr. 

We call/Cr) the probability distribution function (PDF) for a point. The displacement r can take 

continuous values. For a pair of atoms displaced to r and r' from nearest-neighboring lattice 

points, we define a PDF, g(r,r') for the pair. The probability distribution functions can also be 
defined for larger clusters. 

In our previous study, the pair interaction energies have been used for the calculation of the 

free energies. In order to describe the metallic bonding in the alloy more appropriately, we also 

use the many body potentials derived from the tight-binding electronic theory [9,10], and extend 
the original treatment of CVM so as to include these potentials. For the illustrative purpose of 

the CD scheme, we describe the formulation within the Bragg-Williams approximation. 
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Two species A and B are denoted by the index j = 1 and 2, respectively. We need two 

point probability functions ij(r) where r is the displacement vector. A lattice position of the 

reference lattice is written as qm. The change in the potential energy due to the atomic 

displacement r of the j-th atom in the lattice is evaluated by using the atomic configuration 

around j-th atom, not pair by pair summation. This is the essence of the formalism of the many 

body potential. Using the many body potential, the energy of the system of N atoms is given by 

£ = ^SSj^Mr,-*-IW'-)- (2) 
m    jk 

The sum over the neighbor qm includes not only the first neighbors, but also sufficiently far 

distant neighbours. 

The point probability function fj(r) obeys the same symmetry requirements as those for 

the system of single component case. The first symmetries of cubic (fee or bec) alloys are 4-fold 

symmetries: 

R4x(x, y, z) = (x, -z, y) 

R4y(x, y, z) = (z, y, -x) 

R4z(x, y, z) = (-y, x, z) 

(3) 

and the mirror symmetries are (ry)-mirrors and (-x, -y)-mirrors. The (xy)-mirrors and {-x, 

-y)-mirrors are 

M„(x,y,z) = (y,x,z) 

Myz(x,y,z) = (x,z,y)   and 

Mzx{x,y,z) = {z,y,x) 

'MX).(x,y,z) = (-y,-x,z) 

Myz(x,y,z) = (x,-z,-y) 

M(x,y,z) = (-z,y,-x) 

(4) 

respectively. A 4-fold symmetry changes one sign, and can be constructed by combining Mxy' s 

and Mv's 

IvyvIyCx, y, z) = Mxy(x, -y, z) = (-y, x, z) = R4z(x, y, z) 

MyZMz(x, y, z) = Myz(x, y, -z) = (x, -z, y) = R4x(x, y, z) 

MJvl^x, y, z) = MJ-x, y, z) = (z, y, -x) = R4y(x, y, z). (5) 
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The inversion changes three signs and can be derived by combining three Mx's 

IVyvy^Cx, y, z) = (-x, -y, -z) = I(x, y, z). (6) 

The free energy Q of the alloy system is given in terms of the point probability function as 

+ljdr[W ln/,M-/,(r)] +Zfrk-\drfj(r)]. (7) 
> i 

In the above eq.(7) q is the lattice constant of the reference lattice. We denote q explicitly in (7) 
to indicate that Q(q) and \j/(q) are written for a fixed q. The atomic fraction at each reference 

lattice point is written as Cj, which is given and fixed. It is important to note that the individual 
fj(r) is normalized to Cj rather than to unity. 

When we minimize ß\|/(q), we obtain 

^f4^I^(k-^|) + ln^W-^=0) (8) 

which leads to 

/)(r) = exp (9) 

Then, the free energy of the alloy is given by a simplified form 

ß^ = ~ß^-pärfi(r)^^ = mq)cl+X2(q)c2l      (10) 

Using eq. (10) of the free energy, it is straightforward to obtain the y(q) of the equilibrium state 

at a given temperature T by varying the lattice spacing of the reference lattice q: one can find the 
minimum of \|/(q) as 

238 



dq     . 
= 0. (ID 

After \|/(q) of the equilibrium state is obtained, one can calculate the thermal expansion and 

thermodynamic quantities of the alloys, and also determine the equilibrium phase diagrams. The 
above mentioned calculational scheme can be applied straightforwardly to the refined CD- 
treatments going beyond the Bragg-Williams approximation, i.e., within the context of the CVM. 

FCC Alloy 

The extension of the CD treatment of the previous subsection to the more refined 
calculations based on the cluster interactions can be done in a following manner. For the pan- 
approximation of the CD treatment of CVM, the grand potential *P of the fee alloy can be given 

by 

«F = 6ßjdrl\dr2^eij(rir2)gij{ri,r2)-^ßjdr1 jdr^fo, + ^}^(r„r2)- 
S* 

"kN 

_n 
2 

+ ßX 

J^I^WW^X1^)] \ + 6ld^dr2lLkM'r2J\ 

<) 

+ 6Jdr]jdrJ^{Axil{r,) + Axjr(r2)}gij{rvr2) 
•i 

+ 6Jdr}ldr2Jj{Azil(r,) + A^(r2)}giJ{r1,r2). 

(12) 

When we minimize the grand potential 4* with respect to gjj(r,,r2), we obtain the basic equation of 

the pair probability function as 

fy(r„r2) = exp 
ßX 

■^■(r„r2) + ^{ft+^}{/a('i)/^)} 
(13) 

xexp{At;(r1) + Axjr{r2) + Ajt[) + A^)}       Uj = U 

When these equations are satisfied and the free energy is a minimum, the Lagrangian constant 
for normalization X in eq.(12) is simply k=£2/kT. 
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For the phase-separating case, we take the interaction parameters of the 12-6 type of 
Lennard-Jones potential as 

4e*1=2eI(l,2) - £,(1,1) - £,(2,2) > 0, (14) 

where the individual parameters are defined by 

£,(1,1) = -£*,-£„-£,„ 

£,(2,2) = -£*,+£„-£,„ (15) 

£,(l,2) = £,(2,l) = +£*,-£,. 

In the above eq. (5), the unit of energy e is defined as 2e12 -{eu+e22} = 4e>0. 

Firstly, we investigate the phase separating curves of fee binary alloys by using the pair 

approximation. In the calculations of the CD scheme of the CVM, the energy is given by the 

Lennard-Jones potential with the parameter values chosen appropriately for a systematic 
understanding of phase separation phenomena. 

In Fig.l, we present the phase separating curves of fee binary alloys for input alloy 

parameters, (a), (b), (e), and (f) presented in Table 1. For parameters of (e), the energy minimum 

position is the same as that of (a). The boundary temperature is lower for (e) than for (a), 

because the effective interaction energy e* is smaller for (a) than for (e). The slight asymmetry in 

(e) is due to the difference in the occupation probabilities caused by the difference in the energy 

curves of e22(r) and e„(r). The curve (d) is higher than (e) by the same effect as that makes (b) 

and (c) in Fig 1 higher than (a). In case of the parameter set (f) both the energy level and the 

energy bottom positions for B are changed by a larger amount than in (d). The short center curve 

is the average of the left and right branches and show how we locate x(B)c at Tc. 

The above mentioned phase separating curves of fee binary alloys can be also calculated 

by using the quasi-chemical tetrahedron cluster approximation, without enormously increasing 

the computational time. In applying the quasi-chemical tetrahedron approximation, the Lagrange 
multipliers a's must be modified so as to meet the constraint relations of the 2-fold rotations 

R,x and Rjz. We have obtained almost identical phase separating curves of binary fee alloys, by 

using the quasi-chemical tetrahedron cluster approximation, in agreement with the tendency 

obtained by the conventional CVM without the continuous atomic displacements. 

BCC Alloys 

We now discuss the order-disorder phase transition of bec alloys [10], using the CD 

treatment of CVM. As one of the typical examples, we consider bec binary alloys with B2 
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Figure 1. Phase diagrams of size-different fee binary alloys. The interaction and size parameters are given in 

Table 1. 

A \ n * 
1         1 

1 
1 
r / 

A ,-♦-• v V f r / 
/* 

"\ \ 

-4-j 
-o v* 

7 • ml 

/ fcii 
\ 

f ^ 

11 ►JWH 

Table 1. L.-J. parameters for the phase diagrams of fee binary alloys 

enn enn e7™ Tun r,9H 
r??o 

a 3.00 1.00 3.00 1.00 1.00 1.00 

b 3.00 1.00 3.00 1.00 1.005 1.01 

c 3.00 1.00 3.00 1.00 1.01 1.02 

d 3.00 1.00 2.90 1.00 1.01 1.02 

e 3.00 1.00 2.90 1.00 1.00 1.00 

f 3.00 1.00 2.739 1.00 1.03 1.06 
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structure. We take two kinds of sublattices named L and R, and use 1 and 2 for A and B atoms, 
respectively. The point probability functions are denoted by fiL (r,) and fiR (r,), and the pan- 
distribution functions by gSj (r„r2), in which the first argument r, is on L, and the second one r2 

on R, respectively. The probabilities of an i-atom on L and a j-atom on R are written as xiL and 
xjR, respectively. They are written in terms of the point distribution functions and further of the 
pair functions, as in the treatments of fee alloys. Then the grand potential for bec alloys is written 
as 

Ä = Mdr1Jdr2X««(r1,r2)g,(r1,r2)-ißJdrIJdr25;{ni+Hj}gs(rI,r2)-^    (16) 
2ri   ,J   'IT1       "JJO,jV1'2/   kN 

2      2 

Jdr1XL[fi,(r1)] + tL[fjr(r2)]l + 4jdr1Jdr2tiL[gij(r1,r2)] 
i=i j=i 

+^|l-Jdr1Jdr2Xgij(r1,r2)J-4jdr1Jdr2X{Axi,(r1) + Axjr(r2)}gij(r„r2) 

-4Jdr.J^X{AlU(r1) + A^r(r2)}glj(rpr2). 
ij 

The subsequent calculations can be done in a similar manner as those for the fee case. 
To investigate the order-disorder phase transition of bec alloys, we take the following 

energy parameters: 

eno=e22o=3-0> e120=5.0 r1IO=r120=r220=1.0 . 

The energies are chosen to be appropriate for the ordering systems and the conventional pair 
CVM predicts that Tc is such that kTc /e'=10.97. In Fig.2, we present the calculated phase 

diagram exhibiting the region of ordered and disordered bec phases. The upper curve is 
calculated by conventional CVM, while the lower one by the pair approximation of the CD 
scheme of the CVM. One can see that the critical temperature of order-disorder phase 
transformation of bec alloys is reduced drastically, by about 40%, when the atomic 
displacements arising from the thermal lattice vibrations and the size-misfit between the 
constituent atoms are taken into account. Therefore, the present calculations using the CD 
treatment of the CVM clearly suggest that the major discrepancies reported for the cubic alloys 
[2,11] between the calculated and experimental transition temperatures can be removed 
quantitatively. 

As we see in the above calculations using the CD treatment of the CVM, the critical 
temperatures both of phase-separating curves and order-disorder transitions of the metallic 
alloys are reduced significantly compared to those obtained by the conventional CVM. This 
indicates that the effects of thermal lattice vibrations and local lattice distortions are crucial for 
the calculations of alloy phase diagrams. 
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Figure 2. The order-disorder phase diagram of B2 alloys. The upper and lower curves 
are calculated by conventional CVM and CD scheme of CVM, respectively. 
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thermal average ((Iaß)) is given as [11] 

<MH 1 AB (35) 

where n, is the number of the nearest-neighbours, and PAB the pair probability function. The pair 

probability PAB is given by 

PAB = CACB + Srf + eA (36) 

Here, eAB is a correlative parameter, and explicit expression of S depends on the ordered 
structure of the alloys. The probabilities P.1 are determined by 

% = CA + vbri,P? = CA-vari ,P£ = CB-vbri ,Pg = Ca + vari (37) 

From eqs. (14), (16) and (17) one can obtain the free energy of the UAM system as 

yfl=3N\^L + e xi + ln{l-e-2x!) (38) 

where 

< = Uoi+nl^A(pw{rl)- 

r! = Yu + «i ^T A<pW{ri) + n2 |U<p(>2) 

c/ = 72i+nilfe A<4)(I)+«2§A^C-2)- 

(39) 

Then, the full expression for the free energy of the ordered alloy is given by 

¥ = £ v^W-^- + e[xj + ln(l - e-2xl )]| + kBNT% vtf In P>. (40) 

The thermodynamic quantities of the AB alloys can be derived from the free energy of eq.(40). 

Specifically, for the ordered B2 alloys, the free energy can be written as 

V    AA BB J ■* 

~yh^ +2n2(CACB - vaV?
2)Q2]- TSC, (41) 
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where *¥A and ^ represent the free energies of the metals A and B, respectively, and the 

remaining terms are added for the description of the alloying effects. 

To demonstrate the applicability of the moment method outlined above, we have calculated the 

critical temperature of the order - disorder phase transition of Cu3Au alloys. In Fig.3, we present 

the temperature dependence of the LRO parameter for Cu3Au alloy, together with the 

experimental results. The arrow in the figure indicates the critical temperature obtained by the 

conventional method without continuous atomic displacements. One can see in Fig.3 that the 

inclusion of continuous atomic displacements lowers the critical temperature quite significantly 

and play an important role in determining the critical temperature of the order - disorder 

transitions. 

We have also investigated the change in the vibrational properties of the Fe3Al alloy during 

the order-disorder transition, using the statistical moment method. In Fig.4, we present the 

changes in the mean square relative displacement (MSRD) of Fe and Al atoms between the order 

and disordered states of Fe3Al alloy. The MSRD is given in unit of 10"3Ä2. The MSRD both of 

Fe and Al atoms in the disorderd phase are much larger (-30%) than those of the ordered states. 

This theoretical finding is related to the anisotropy of the lattice vibrations and of the 

characteristic thermal lattice expansion in the ordered and disordered states, and the details will 

be presented elsewhere. 

CONCLUSION 

The continuous displacement treatment of the CVM has been applied to the calculations of 

phase equilibria of binary alloy systems. The phase separating diagrams of fee alloys calculated 

within the pair and quasi-chemical tetrahedron cluster approximations show that the transition 

temperatures are drastically reduced compared to those of the conventional CVM. The CD 

treatment of the CVM has also been applied to investigate the order-disorder phase transition in 

bec alloys. In general, it has been shown that the phase transition temperatures are reduced 

drastically when the continuous atomic displacements are taken into account. We have found that 

a similar tendency is also obtained by using the moment method in the statistical dynamics 

which allows us to include the quantum mechanical calculations of the lattice vibrations. The 

large discrepancy between the experimental and theoretical phase diagrams calculated so far by 

the conventional CVM and ab initio electronic theory (e.g., CuAu alloy) can be removed by 

applying the present theoretical scheme. 
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ABSTRACT 

The problem of searching for the free energy minimum in cluster-variation models 
which take account of nearest-neighbor (nn) interactions can be reduced to two separate 
tasks: 

1) entropy maximization constrained by fixed nn pair correlation functions, 
2) free energy minimization with respect to the nn pair correlation functions. 
The first task reduces to the maximization of entropy of a basic cluster, with respect to 

the correlation functions which correspond to all the subclusters larger than the pair. The 
simplification becomes possible with the use of an irreversible algorithm for the cluster 
entropy maximization. With the help of the irreversible algorithm the cluster entropy can be 
found directly as a function of the nn pair correlation functions, avoiding explicit 
introduction of correlation functions of higher-order. 

The significant decrease in the number of the cluster variables permits an easy 
evaluation of CVM approximations based on large basic clusters. The method is discussed 
in relation to the two-dimensional (square lattice) Ising model for which a series of 
approximations (up to a 16-point basic cluster) is developed. 

INTRODUCTION 

Many problems in materials science require modeling of thermodynamic properties of 
lattice systems with order/disorder. The simplest example of such a system is a binary 
(AJ3I-*) alloy, where the nearest-neighbor A and B atoms are assumed to interact with a 
nonzero energy. Depending on the sign and value of the interaction constant J (J = 2e(AB) - 
e(AA)- e(BB)), temperature (7), composition (x) and lattice topology, the system can 
develop various ordering phenomena such as short-range ordering, long-range ordering, or 
phase separation. If the lattice geometry is fixed, the equilibrium properties of the system 
correspond to the global minimum of the Helmholtz free energy function 

F = E-kT\n W=E-TS (1) 

Properties of Complex Inorganic Solids 2, edited by A. Meike et al. 
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where E is the configurational energy and W is the number of distributions (configurations) 
of the atoms on lattice sites which have the energy E. 

When the interactions are restricted to the nearest neighbor pairs only, the 
configurational energy £ is a simple function of probabilities of the nearest neighbor pairs 
and J, while W is the number of configurations of A and B that satisfy given values of the 
pair probabilities. The enumeration of configurations is the most difficult task. W depends 
not only on the pair probabilities but also on the lattice topology. Exact solution is possible 
only for one- and two-dimensional lattices', therefore an approximate treatment is necessary 
in the general case. The cluster variation method2 (CVM) gives the most reliable way of 
developing an approximate analytical solution to the problem. It approximates the total 
entropy as a linear combination of entropy terms related to clusters composed of a 
reasonably small number of points. The enumeration of atomic configurations of small 
clusters can be done more easily. 

The problem of the enumeration of configurations of equivalent non-interacting clusters 
reduces to the determination of probabilities of all distinct configurations within a single 
cluster as a function of given pair probabilities. For example, the entropy of a 4-point square 
cluster (in fact, the entropy of N equivalent clusters) can be written as follows 

v=-wXcinf; (2) 
i.j.k.l 

where Pjjkl is a probability of a cluster configuration ijkl where each of the indexes /, ;', k, I 
can be either 1 or -1 value depending on whether atom A or B occupies the site. The 
probability distribution of point and pair clusters is described with the help of two 
correlation functions3 as follows 

^=|(1+ <'<?>) (3) 

pit =^r 0 + (»' + y')f,+y£) (4) 

while for the square cluster five correlation functions (CF) are needed: 

*$ = ^T (1 + 0' + ./' + * + 06 + HJ + jk + kl + /i)& 

+ (il + */)£2jq + (ijk + jkl + kli + lji)£M + ijkl£4sq) 

The description can be further extended to clusters composed of a larger number of 
points, however, the number of CF rapidly increases with the cluster size. In fact, one has to 
assign CF to all topologically distinct subclusters3 of a given cluster and then to determine 
their equilibrium values by minimizing Eq. 1 with respect to the full set of CF. The 
difficulty of this procedure increases with the number of CF. 

Much effort has been put into developing simplified versions of the CVM where the 
main requirement was the reduction of the number of the independent variables. One 
approach • treats the basic cluster configurations as different molecules in a quasi-chemical 
equilibrium with a gas phase of A and B particles. Such a treatment becomes possible when 
the energy of the total configuration is expressed as an additive sum of the cluster energies 
(the clusters do not overlap, or overlap through point subclusters). The probabilities of 
cluster configurations can be then written as functions of "chemical potentials" of A and B 
in the gas phase, the configuration energy and the temperature. The number of the 
independent variables becomes equal to the number of point correlation functions. 

Another approach6'7 consists in equilibrating the basic cluster with a subcluster assuming 
that the subcluster probability distribution (PD) is fixed. Such a treatment is advantageous 
when the energy of the cluster is expressed as an additive sum of the subcluster energies. 
The equilibrium between the basic cluster and the subcluster is then defined by the 
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maximum entropy of the basic cluster at the fixed subcluster PD. In this case the basic 
cluster probabilities can be found as functions of the subcluster PD. For example, when the 
range of interactions is limited to first neighbors, the probability of a square cluster can be 
found as a function of the wi-pair probabilities. The number of the independent variables 
then reduces to the number of the pair CF. 

The present paper describes a method of constructing the basic cluster PD in an 
equilibrium with a given subcluster PD. The construction scheme is fully based on the so- 
called superposition operation which is explained in the next paragraph. The basic cluster 
PD will be calculated in two stages. At first we will calculate an initial basic cluster PD 
which is not constrained by the condition of the maximum entropy. Later we will introduce 
a sequence of the superposition operations, namely a stochastic irreversible algorithm which 
converts the initial cluster PD into the maximum entropy PD. The irreversible algorithm will 
be then used to construct a series of CVM approximations of increased accuracy for the 
Ising square lattice model. 

SUPERPOSITION OPERATION 

The superposition operation, illustrated in Fig. 1, enables one to write the probability of 
a configuration of a cluster C as a combination of the probabilities of configurations of 
smaller clusters Al and A2 

P(C) = P(A 1 )P(A2)/P(B) (6) 

Here P(B) is the probability of subcluster B, which is common to Al and A2. Eq. 6 can be 
easily derived8 from Bayes formula for the probability of a complex event. It is important to 
realize that Eq. 6 is only valid (the probability of the cluster C is normalized to 1) when the 
probability distribution of the subcluster B is exactly the same in Al and A2. Therefore, 
when deciding whether two given clusters can be combined into a bigger one, one must be 
sure that this condition is fulfilled. 

A1 A2 C 

00-00 
Figure 1. Superposition operation on cluster probabilities. When the clusters Al and A2 have a common 
subcluster B the cluster probabilities can be combined according to Eq. 6 to obtain the probability distribution of 
the supercluster C. 

Evidently, the distribution of the subcluster B will be the same in Al and A2 if these 
clusters intersect through a single point or a single pair (we assume that the point and pair 
distribution is fixed, i.e. the same in all the clusters) or when Al and A2 are symmetrical 
images of each other and B lies in the plane of symmetry. Figure 2 shows examples of the 
superposition operations. A chain fragment ijk can be constructed from pair clusters ij and jk 
connected through the common point;'. 

P   = P P   IP rijt     rijrjk' rj (-7) 

The square cluster probability can be then constructed from probabilities of symmetrically 
related ijk and ilk chain fragments 

P^=PvkP,JPa (8) 
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The probability of the common subcluster i.k is given as follows 

pi.k= 2-iPijk= 2jpilk (9) 
j / 

The procedure of the derivation of the cluster entropy can be easily generalized for the 
case of a nonzero long-range ordering (LRO). To introduce the LRO one has to specify two 
different point probabilities 

pia=-(\+iU 

and rewrite the Eq. 4 as follows 

(10) 

(11) 

(12) 

The superposition operation must be then applied to the pair probabilities defined by Eq. 12. 

S*\ - A. 

,♦,□.-rn 
Figure 2. Examples of the superposition operation on different clusters. Black and white points show A-rich and 
B-rich sublattices. 

The superposition operation (Eq. 6) can be also applied to clusters larger than pairs. For 
example, one can easily construct probability distributions of various fragments of chains of 
squares as shown in Fig. 3. Then by applying the superposition to the chain fragments one 
can arrive at clusters of various shape. Using the same principle one can construct various 
three-dimensional clusters7,8. 

It is important to note that the probability distributions of all the clusters shown in Fig. 
2 and Fig. 3 are the functions of the same set of £„ , £,p and £2 parameters. 

n+n+n-rm 
o II II—o 

(i—o <p—u 
+ 

o—(i ii—6 

•—o o—II 

o—II <p—it—o—• 

(I—o II—i—II—o 
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Figure 3. Construction of the initial probability distribution of a 16-point cluster through a sequence of 
superposition operations. 
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CALCULATION OF THE TOTAL ENTROPY 

The superposition operation, or rather its extension to an infinitely long chain of 
superposed clusters, plays the central role in the derivation of CVM equations for the total 
lattice entropy. In the thermodynamic limit Eq. 1 can be written9 as follows 

F = E-kT\n(l/Ptyp) (13) 

where P,yp is the probability of a typical configuration constrained by the energy E. In the 
one-dimensional case the lattice can be considered as an infinite chain of superposed pairs. 
Noting that Eq. 7 can be generalized for longer chain fragments 

and that the numbers of Py and Pj multipliers become equal in the limit N ~ NA 

K>lKp«/pi)NP" ^ 

one finds the entropy of the chain of N pairs as follows 

51D = kIn(l/P,£) = kN^Pj InPj-kN^Py In/»,, = 5pair -5poim (16) 
j >•) 

In analogous way the entropy of the chain of N squares (the ladder cluster) is written 

Sladder = k^E Pu I" Pu ~ W X P$ In P% = Ssquare - V (17) 
*,/ i.j.k.1 

The important similarity of Eqs. 16 and 17 is that the overlapped chain elements (points 
in the ID chain and pairs in the ladder) give negative contribution to the total chain entropy. 
Following this rule, one can consider the square lattice as an infinite chain of  ladders 
overlapped through single chains, and write its entropy as follows 

^sq-lat = ^ladder — "ID = ^square — ^pair """^point '■1°-' 

Following the same procedure, we have derived entropy equations for higher order 
approximations for the square lattice. For example, starting from a 9-point (four squares) 
basic cluster one can construct a chain composed of 9-point squares overlapped through 6- 
point clusters. At the same time, one notes that two such chains in the square lattice overlap 
through a ladder cluster which, in turn, can be constructed as a chain of 6-point clusters 
overlapped through square clusters. The obvious result is 

\q-lat = ^9-point ~ ^6-point "*" ^square ('') 

The combinatorial factors of the considered approximations are given schematically in Fig. 
4. Logarithms of the terms in curly brackets are proportional to the cluster entropies. 
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Figure 4. Combinatorial factors of CVM approximations considered in this study. The numbers below each 
factor show the critical temperatures calculated for the square-lattice Ising model scaled to Onsager's result 
(4k7//= 2.26919). The numbers for the critical temperatures are precise within 0.1%. For the sake of simplicity, 
the combinatorial factors are shown for the disordered phase. In the ordered case more cluster terms are needed to 
account for cluster asymmetry due to ordering. 

One can note that in the case of large clusters there is a different possibility in choosing 
the range of the cluster overlap in the cluster chains. We will discuss this subject later. It is 
important to note, however, that so far as the superposition operation lay in the basis of the 
derived approximations, the overlapped clusters which appear in these formulas are 
considered as subclusters of the basic clusters. The probabilities of the overlapped elements 
must be then calculated from the probabilities of the basic clusters through the summations 
over the missing indexes. For example, the probability distribution of a 6-point subcluster is 
derived from the probability of a 9-point basic cluster as follows 

ijklmn Xl ijklmnqpr (20) 

It is important to mention that Eq. 18 (as well as Eq. 19) implies an approximation 
because the 5)D term is not constructed as a subcluster of the ladder cluster. Accurate 
derivation of the S1D term would require summation over the indexes of one "string" of the 
ladder. 

Eqs. 18 and 19 are valid for the disordered phase. In the ordered case there could 
appear basic clusters or their subclusters with different types of ordering schemes. For 
example there exist two different types of ordered 9-point basic cluster (Fig. 5). 
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Figure 5. Ordered 9-point clusters of different types. 

The equation for the lattice entropy must be modified accordingly 

n"9",lro _i/(c _oo ,   o ) 
°sq-lat    — /2\° 9-point A       •io 6-point A T ° square A / 

1-pointB       Z"J 6-point B ~ °sqi 

point A 6-point A square A, n|, 

"*"/2V^9-pointB ~^ 6-point B + *-> square B/ 

where probabilities (and the entropies) of different 6-point and 4-point subclusters are 
calculated from probabilities of different basic clusters. 

ASYMMETRY PROBLEM 

We have discussed so far the superposition operation and how it is used to calculate 
basic cluster probabilities. We have also discussed the algorithm of derivation of an 
equation for the lattice entropy from the basic cluster entropy. But we did not mention one 
important problem: the basic cluster probabilities resulting from the superposition operation 
are not yet suitable for the substitution into the lattice entropy equation. The problem is that 
the superposition operation does not necessarily result in the maximum entropy probability 
distribution of the supercluster C. For example, the superposition (Eq. 8) constrains only the 
nn pair probabilities in the square cluster to be the same as in the parent clusters Al and A2, 
while probabilities of higher order neighbor pairs are not constrained to be the same. In fact, 
the second neighbor pairs ik and jl in the square cluster ijkl are created by different 
superposition operations (Fig. 2) and their probability distributions are different. Because of 
the asymmetry of higher order correlations, the basic cluster entropy does not reach its 
maximum. 

At the same time, the typical configuration must be characterized by the maximum 
entropy. Intuitively, one would expect that the best result would be obtained when the 
typical configuration is constructed from basic clusters having maximum symmetry and 
maximum entropy. Although this assumption is not generally true (see the Discussion), it 
enables one, as we will show, to construct remarkably accurate CVM approximations. 

ANNEALING ALGORITHM 

The aim of the "annealing" algorithm is to convert the basic cluster probability 
distribution resulting from a single "superposition" operation into the maximum entropy 
distribution. The annealing algorithm is defined as a sequence of decomposition, 
superposition and rotation operations applied to the same basic cluster probability 
distribution. Before the application of the next superposition operation, the basic cluster C 
is decomposed into subclusters Al, A2 and B according to a certain rule. The superposition 
operation (Eq. 6) is used then to restore the cluster to the previous shape. After that the 
cluster probability distribution is "rotated" (this is performed with the help of a circular shift 
of the indexes) and the sequence of decomposition and superposition operations is repeated. 
Each annealing step irreversibly modifies the cluster probability distribution. 

The remarkable result of the annealing algorithm is a rapid "equilibration" of all high 
order correlations within the basic cluster, while all the nn pair correlations remain the same. 
The cluster probability distribution becomes more and more symmetric with each annealing 
step  and   its  entropy   rapidly   reaches  the  maximum.   This  effect   has   been   already 
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demonstrated7 for clusters of high symmetry such as square, hexagon, cube and octahedron. 
However, the described annealing algorithm7 was not applicable to less symmetric clusters. 
Here we describe a "general" annealing algorithm (Fig. 6) which can be applied to clusters 
of any topology. 

The algorithm consists of the following cycle. 

For the cluster points / from 1 to n: 
1) Define the current point /' plus all its nearest neighbors as a subcluster Al. Define the 

subcluster A2 as all the points of C excluding the current point. Define the subcluster B 
as all the points of Al excluding the current point. Note that B is a common subcluster to 
Al and A2. 

2) Calculate the probability distributions of Al, A2 and B by taking sums over the points of 
C not included in Al, A2 and B respectively. 

3) Calculate the new probability distribution of the cluster C using Eq. 6. 

Repeat the whole cycle several times. 

m   rö. 
6 5 4 • 4 

en ra 
Figure 6. Annealing algorithm applied to a 6-point cluster. At each annealing step the cluster is destroyed into its 
subclusters Al and A2 and then restored to the previous shape. 

The annealing algorithm can be understood as an irreversible stochastic process similar 
to a Markov chain. The sequence of operations is irreversible because it involves the 
summation operation (step 2) during which certain correlations between the points of the 
cluster C are being lost. These correlations are then restored during the step 3 but in a more 
random way, because they are now mediated by the cluster B. One can also explain the 
entropy increase referring to the second law of thermodynamics. 

An important feature of the algorithm is that the correlations between the nearest 
neighbors remain unchanged. This happens because each nn pair of the cluster C is being 
included into Al, or into A2, or into the both subclusters and thus is not modified. The final 
distribution of the cluster C is thus constrained by the same set of the correlation functions 
which have been used in the initial construction of the cluster. 

The probability distribution of the cluster C remains correctly normalized in the course 
of the algorithm, because the superposition operation (Eq. 6) is always correctly defined (Al 
and A2 are derived from the same cluster C and, therefore, subcluster B is bound to have 
the same probability distribution in Al and A2). 

The described algorithm can be applied to clusters of any topology and size. The only 
cluster-specific information required (in addition to the initial cluster PD) is a connectivity 
matrix. This is a matrix of n2 integers (O's and l's) where nonzero elements correspond to 
pairs of nearest-neighbor points within the cluster. Figure 6 illustrates the algorithm for a 6- 
point cluster. 
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The algorithm also works well for clusters that contain equilateral triangles (e.g. an 
octahedron) or tetrahedra as subclusters. In the course of the algorithm PD of these 
subclusters remains unchanged. But it is important to note that the probabilities of these 
subclusters cannot be constructed from pair probabilities and thus must be initially specified 
by full sets of the correlation functions. For example, to evaluate the PD of an octahedron, 
one would need to specify three correlation functions £1, £2 and £3lrj of the triangle. On the 
contrary, the evaluation of PD of square and cubic clusters (in the absence of LRO) requires 
only £1 and £2- 

The speed of conversion to an equilibrium distribution depends on the cluster size and 
on values of the pair correlation functions. When these values approach the state of 
complete disorder, the convergence requires very few annealing cycles. Naturally, it takes 
longer to anneal large clusters. But even for 16-pomt clusters the procedure requires only a 
few seconds on a regular workstation. A FORTRAN code of the general annealing algorithm 
is available from the authors. 

RESULTS 

We have used the described algorithm to maximize entropies of various clusters of a 
square net under the constraint of fixed pair CF. The maximum entropy probability 
distributions of these clusters were then substituted into CVM free energy equations 
corresponding to a set of approximations and the free energies were minimized with the 
respect to the pair CF. The combinatorial factors of these approximations together with the 
calculated temperatures of the order-disorder transitions scaled to the exact result of 
Onsager1 are given in Fig. 4. Figure 7 plots the equilibrium temperature dependence of the 
long-range order parameter Q 

ß = (PAa-/5Aß)/(/>Aa + PAß) (22) 

for a selected list of approximations. Figure 8 plots the equilibrium entropy resulting from 
two different 16-point approximations. In these calculations the step in the reduced 
temperature (kT/f) was 0.001. Thus the presently calculated values of the critical 
temperatures are precise within 0.1 %. 
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Figure 7. Temperature dependence of the long-range order parameter in the square lattice model according to a 
selected set of approximations and to the exact result. The temperature values are scaled to Onsager's result. 
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Figure 8. Temperature dependence of the entropy in the square lattice model according to " 16A" (solid line) and 
"16B" (dotted line) approximations. The solid dot shows the exact entropy at the critical temperature. 

DISCUSSION 

The advantage of using the annealing algorithm consists in the fact that the number of 
the necessary independent parameters reduces to the set of the nn pair CF even when the 
basic cluster contains as many as 16 points. This greatly simplifies the free energy 
minimization procedure and facilitates the use of large basic clusters. As it could be 
expected, the degree of accuracy increases with the cluster size. The series of 
approximations for the square lattice entropy based on isometric 4-, 9- and 16-point clusters 
tends to approach the exact result (Fig. 4). 

For the single square approximation the present method gives the same result (4kTJJ = 
2.426) as the traditional CVM2, however, in the case of higher order approximations the two 
methods are not fully comparable. The traditional CVM performs the minimization of the 
total free energy, which is equivalent to the maximization of the total lattice entropy at the 
constraint of fixed pair probabilities. But the present method maximizes only the basic 
cluster entropy at the constraint of fixed pair probabilities. These two conditions are not the 
same when basic clusters overlap through elements larger than pairs. Evidently, the 
maximum of the total entropy requires certain balance between the entropy of the basic 
cluster and the entropy of the overlapped elements. This balance is achieved when the basic 
cluster entropy is not at the maximum. 

O O O (> 

r— #s5k4 IkSJ-o 

Figure 9. Schematic illustration of the "surface effect". The entropies of the square subclusters in the annealed 
16-point cluster decrease in the succession dark-gray, gray and white. The entropy of the central (white) 
subcluster approaches the entropy which would have been observed if the given subcluster was located in an 
infinite lattice. 
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Nevertheless, the present method allows us to achieve a very high accuracy with respect 
to the exact result. This apparently happens due to a cancellation of errors. In the present 
approach we construct the typical configuration from isolated basic clusters. The maximum 
entropy of an isolated cluster is certainly higher than the entropy of a cluster of the same 
shape located in a continuous lattice. One can show that the "partial" entropies of the square 
subclusters of an annealed isolated 16-point basic cluster (Fig. 9) are not all the same and 
that the subclusters located closer to the cluster periphery have higher entropies. This 
"surface effect" is caused by the fact that atoms at the cluster boundary have more degrees 
of freedom. Thus one would expect that the construction using isolated annealed clusters 
would overestimate the total entropy. On the contrary, the total entropy is usually 
underestimated in our approach and the transition temperature is overestimated. This 
happens because the overlapped elements give negative contributions to the total entropy 
and these overlapped elements are represented by the subclusters which have high partial 
entropy. This effect tends to outweigh the positive "excess" entropy of basic clusters. 

Our results show that the fortuitous compensation of the errors in positive and negative 
terms occurs when the overlapped regions are maximized. We observe that in the series of 
approximations based on the 12- and 15-point clusters the result gradually improves and the 
critical temperature approaches the correct result from above when the area of the overlap, 
increases. The 16-point approximation series shows that the maximum overlap in fact 
overcorrects the negative term and causes overshooting of the critical temperature (16A 
approximation). Nevertheless, this approximation is still one of the best in regard to the 
minimum absolute error in the critical temperature. 

The present results suggest that a successful approximation may not necessarily 
describe correctly the statistical properties of a given cluster in a given lattice. The most 
important is a good balance between the positive and negative entropy terms, while both 
terms could be inaccurate. Obviously, the safest strategy to achieve such a balance is to 
increase the cluster size. With an increase of the size of the basic cluster there appear more 
possibilities for compensating the errors. Moreover, with an increase of the cluster size the 
"surface effect" decreases and the entropy of an isolated cluster approaches the "correct" 
entropy of the cluster in a continuous lattice. 

To minimize the "surface effect", it appears necessary to increase the cluster size in two 
directions. In the one-dimensional series (based on squares) the "surface effect" is 
apparently not minimized and the series converges to a result which is only slightly better 
than the original single square approximation. On the contrary, in the traditional method 
(total entropy maximization) the surface effect can be minimized via an optimal interplay of 
all the correlation functions. It appears that using the traditional method one can approach 
the exact result even by increasing the basic cluster in one direction only". According to the 
comment of Kikuchi and Brush", an infinite chain will correspond to Onsager's method1. 
Apparently, the traditional CVM approach is more flexible in the search for the optimal 
compensation of the positive and negative terms. 

However, this advantage of the traditional method remains illusive, because even for 
one-dimensional clusters, one would have to introduce a lot of variables which will 
eventually require to limit the cluster size. The increase of the cluster size in the present 
method is much less costly because mathematical complexity remains the same, only the 
computation time increases. We have demonstrated that with the present method one can 
easily achieve a degree of accuracy (1% error) that improves the best achievements of the 
traditional method. 

In this paper we limited the discussion to the nearest-neighbor Ising model. However, 
the annealing algorithm may also be used when the range of interactions exceeds the 
nearest-neighbors. In such cases one has to construct the initial cluster PD starting from a 
subcluster which includes all the interactions. For example, the 9-point cluster in the BCC 
lattice  must be constructed  from  "asymmetric  triangles"  and  these  triangles  must be 
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described by the full set of triangle CF. The annealing algorithm must be modified in the 
way that the second-neighbor bonds are treated on equal basis with the first-neighbor ones. 

We conclude that the present method is a reliable technique for modeling Ising-type 
systems with a limited interaction range. 
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ABSTRACT 

Solid-state phase equilibria in the Fe-Co system are investigated using the Cluster 
Variation Method (CVM) in the irregular tetrahedron approximation in the bcc lattice and 
in the regular tetrahedron approximation in the fee lattice. Calculations are performed in the 
quaternary Fe+ Fe- Co+ Co- by considering both chemical and magnetic interactions. The 
A2/B2 order/disorder transition and the oc/y transition agree well with the experimental data 
in the literature. The composition dependence of the Curie temperatures for bcc and fee 
alloys as predicted here are also presented. 

INTRODUCTION 

The binary Fe-Co phase diagram1 presents a large domain of y (fee) solid solution 
extending from pure iron to pure cobalt for temperatures above 1258 K. The limit between 
the a (bcc) phase and the y phase presents a maximum for a temperature of 1258 K and a 
iron composition of 0.55. Below this temperature the a domain extends in a large range of 
composition between pure iron and around 80 at. % of cobalt. The a phase is ordered as a 
B2 phase at temperatures below 1000 K for equiatomic composition. The magnetic 
transition intercepts the cUy phase boundary for compositions around 27 at.% Fe and 75 
at.% Fe in the cobalt rich domain and in the iron rich domain respectively. The Curie 
temperature is then higher than the order-disorder temperature and is also higher than the 
a/y transition temperature. 

The cluster variation method (CVM) allows to take into account both short range order 
and long range order in the phase diagram determination. It is well adapted to the study of 
the solid phase equilibria in the Fe-Co system. As the y and a phases are ferromagnetic in 
the investigated temperature range, the considered system in the CVM is a four component 
system Fe+ Fe- Co+ Co-. 
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THE CLUSTER VARIATION METHOD 

The cluster variation method has been used in the regular tetrahedron approximation in 
the face centered cubic solid solution (fee) and in the irregular tetrahedron approximation in 
the body cubic centered (bec) solid solution. In the fee solid solution the maximum cluster 
which takes into account the first nearest neighbor pair interactions is a regular tetrahedron. 
In the bec solid solution the irregular tetrahedron takes into account the first and second 
nearest neighbor pair interactions. The configuration energy referred to the pure elements in 
the same structure is written as function of the tetrahedron energies Aeijki in the {ijkl} 
configuration : 

0 4 
ufcc - ufcc = 2N. . 2    Aeijklzijkl (1) 

0 4 
ubcc - ubcc =6N. . 2    AEijk,zijkl (2) 

i,j,k,l=l     J     J 

zyid is the tetrahedron probability in the {ijkl} configuration. The configuration entropy is 
written as the function of the tetrahedron probabilities and the sub cluster probabilities2,3: 

Sfce =Nk[-2   1    L(z     ) + 6 i L(yy<V5!L(x.)] (3) 
i.J.U=l i,j=l J i=i        ' v  ' 

sbcc=Nkf-6    I     L(zijki) + 12   I    L(tiik) 
i.j.k,l=l i,j,k=l       J 

„   4 (2) 4 m       4 (4) 

ij=l        J i,k=l       1K       i=i 

zUki' lijk' yy2>' ySj0 and xi are respectively the tetrahedron, triangle, first nearest neighbor 
pair, second nearest neighbor pair and point probabilities. L(x) is equal to xlnx. The 
equilibrium of the system is obtained by minimizing the grand potential with respect to the 
cluster probabilities at constant effective chemical potential. The grand potential of the fee 
solid solution referred to the pure fee elements is defined by : 

fee fcc-U»cc-TSfcc-NSXiu'fcc (5) 
i=l 

where the n*fcc  are the effective chemical potential of species i referred to pure fee 

constituents. In the same way the grand potential of the bec solid solution referred to the 
pure bee elements is defined by : 

Qte=Ubcc-Ugcc-TSbcc-Nixiji'bcc (6) 
i=I 

where the fx *ibcc  are the effective chemical potential of species i referred to pure bec 
constituents. 
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In this work we will also treat the equilibrium between two phases having different 
structures, let say fee and bcc. In this case a common reference state R of the chemical 
potential, of the effective chemical potential and of the grand potentials must be chosen. In 
the fee phase the effective chemical potential referred to R is : 

ltfcc/R =Kfcc + ^°fee -HÜnKZÖlÜfcc "KR) 
i=l 

(7) 

The grand potential referred to R is : 

(8) 

In the bcc phase, the connecting relations are : 

H-i.bcc/R "^i.bcc +(M-°bcc     ^IR ^     4 £(M-°bcc     ^'.R ' 
i=l 

(9) 

* * 4 

^fcc/R =^bcc +"lX(Mi,bcc ~M-i,R) (10) 

The terms  written  as  |xP   are the chemical  potentials.  The differences   uf)fcc-H°R. 

|o.?bcc — (o.PR are the so-called lattice stabilities. 

The tetrahedron energies can be written as a sum of pair interactions. However if these 
interactions are independent of the composition the thermodynamic data of mixing will be 
symmetric with respect to the 0.5 composition. To break the symmetry, either composition 
dependent interchange energies or many-body interactions must be introduced. This last 
scheme, suggested by Kikuchi et al.3 is adopted in the present work. The tetrahedron 
energies obtained by the sum of the pair interactions are multiplied by the proper 
enhancement factor ctyki. The tetrahedron energies are expressed as function of the effective 
pair interactions (Aey = Ey - (Eü + ejj) / 2) by the following relations : 

fee Aeijk. =T(Aeij +Aeik +Aeu +Aejk + A£jl + Aekl )(1 + oijkI) (11) 

AEUki = ■i(<+<>+AES>+Ae;>)+i(<+<) (l + aiJkl) (12) 

In the Fe-Co system, the magnetic interactions cannot be neglected, y iron is 
antiferromagnetic at low temperature (TNeei=67K) and the a iron is ferromagnetic 
(TCurie=1043K). The cobalt is ferromagnetic in the y structure (TCurie=1396K) and in the 
metastable a structure (TCurie=1450K). In the binary Fe-Co the a phase is strongly 
stabilizied by the magnetic interactions. It is not the case in the y phase. Therefore a 
magnetic interaction has to be included which will be done in the way outlined in : 

e(k)=V.(k)-J(kW u u ij     i   j (13) 
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vijk) is a non magnetic interaction energy and J^'is the magnetic interaction energy 

(proportional to the exchange integral). The parameter a{ takes the values ±1 in a spin V2 
treatment which will be used here. Two species it and ii have been introduced for each 
element. Therefore the system which is treated with the CVM contains four species Fe+ Fe- 
Co+ Co-. Let us remark that the chemical potentials of the two species it and i-l are equal. 

For the treatment of the equilibrium between a and y phases one needs to choose a 
common reference state to compare the grand potentials. Therefore it is necessary to 
introduce the lattice stabilities of iron and cobalt. For a magnetic component the lattice 
stability contains a structural contribution and a magnetic contribution. In the CVM 
treatment with magnetic species the magnetic contribution is included in the calculation of 
the thermodynamic data, then only the structural contribution has to be introduced by 
changing the reference state. In order to estimate this structural contribution, the magnetic 
contribution for the pure elements has been calculated using the CVM and has been 
deduced from the Gibbs energy of the lattice stability proposed by SGTE5. It has been 
verified that the obtained values lead to the correct transition temperatures of iron (Ta_>Y = 
1185KandT7^8= 1668 K). 

RESULTS AND DISCUSSION 

The values of the parameters necessary for the calculations are reported in table 1. 

Table 1. Chemical interchange energies AVy = Vy - (Vu + Vy) / 2, magnetic contributions (J y ) and 

enhancement factors (in J) 

Phase bcc Phase fee 

AV<£bcc=-2178 

AvSo
b"=0 

J(I,;bcc   =1342 
Fe+Fe+ 

jCDbcc            55 

Co Co+ 

A<coC=-1358 j(l),foc               ? 

Fe+Fe 

Jll)f    =1160 
Co+Co 

J(l,;bcc  =2029 
Fe Co+ J(1)fc   =1100 

FeV 
Enhancement factors equal toO. 

«Cö'Co-C-ft- = -0-21 

«Fe^Co—-0-11 

"coWCcTFe*  ~    °'3 

Other enhancement factors equal to 0. 

In the a phase the parameters have been obtained previously4. The chemical 
interchange energy has been obtained from the B2->A2 order disorder temperature and 

from the mixing enthalpy. The values of the J^;b£+ and J^c
c

c
o+ terms are deduced from 

the Curie temperatures of pure iron (1043K) and pure cobalt (1396K). The values of 
Jco+co+ • JFe+co+ are 0Dta'ned from the variation of the Curie temperature in the a phase as 

proposed by Inden and Meyer6. For the y phase the value of J^;^ is tne one proposed by 

Lawrence and Rossiter7 to take into account the antiferromagnetic character of y iron. The 

value of Jpe
);fco+ is fitted from the experimental values of the Curie temperature in the Co 

rich domain. The value of the chemical interchange energy in the y phase has been obtained 
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Figure 1. Curie temperatures in the fee and bec solid solutions. 
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Figure 2. Experimental and calculated Fe-Co phase diagram. 
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from the maximum value of the a/y phase boundary (experimental data 1258 K for 54 
at.% Fe calculated value 1261 K for 55 at.% Fe). The values of the enhancement factors 
have been introduced to fit more precisely the a/y phase boundary in the iron and cobalt 
rich domains. 

The variations of the Curie temperatures in the bcc and fee phases calculated with the 
model are presented in figure 1. The results are in good agreement with the experimental 
results found in the literature. 

The order-disorder temperature as well as the oc/y phase boundary obtained in the 
present work are reported in figure 2. The results obtained without taking into account the 
magnetic interactions are also reported in this figure. The introduction of the magnetic 
interactions increases the order-disorder temperature. This introduction allows also a better 
representation of the ro/y phase boundary, more particularly it gives a good agreement with 
the phase boundary obtained by Ellis et al.13 where the two-phase domain is relatively 
large. 

Previous studies4 had shown the interest of introducing both the chemical and 
magnetic interactions in the treatment of the bcc phase in ferromagnetic bcc Fe-Co alloys. 
The present study shows that it is possible to treat the equilibrium between a and y phases 
in Fe-Co system using the CVM. The treatment by introducing the magnetic interactions 
leads to a good representation of the phase boundaries. 
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ABSTRACT 
We discuss phase diagrams and concentration variations near surfaces of fee alloys 

on the basis of replacing the Weiss field, in the Bragg-Williams approximation, by the 
Onsager Cavity field. We argue that this scheme is as tractable as the Mean Field Ap- 
proximation for complex problems and provides an adequate account of correlations 
even in frustrated systems. 

INTRODUCTION 

Below some temperature T0 all alloys will either order or phase sep- 
arate. On the surface of alloys more complicated things will happen. 
One may see enrichment of one species in the surface region, the order 
of the phase transition may be different from that in the bulk and indeed 
it may order before the bulk does (Surface Induced Ordering, SIO) or 
remain disordered below the bulk transition (Surface Induced Disorder- 
ing, SID). On vicinal surfaces there are additional structural transitions, 
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between double and single step height structures for example. In short 
there is an enormous richness of surface behaviour in alloys, and of course 
this is the case with other defects such as antiphase boundaries and va- 
cancies. This is not only scientifically interesting but technologically 
relevant as an understanding of these phenomena would make the task 
of manipulating catalysis on surfaces a great deal easier. Until recently 
experimental techniques could only probe, with certainty, the topmost 
few layers of alloy surfaces. Many of the phenomena described above 
as theoretical ideas without experimental verification. This has now 
changed and a new tool, X-ray grazing incidence, provides information 
for the surface region not just at the surface, for example Dosch et al. 
[1], [2] have studied Cu^Au and found SID transition at the surface as 
the bulk undergoes a 1st order transition. 

MODEL AND APPROXIMATIONS 
One approach to the phenomena above is the Ising Hamiltonian on 

an assumed lattice 

NN i 

where & = 1 if A atom is at site i and & = 0 if a B atom is at site i. As 
is well known. 

v\-' < 0 implies segregation 

and 
v\:' > 0 ordering. 

Alloy problems can be investigated by solving the statistical mechanics 
for this model in some approximation. The usual methods are: 

■ Bragg-Williams mean field theory 

■ Cluster variation method 

■ Series expansions 

■ Monte Carlo 

Down the list the methods are of increasing accuracy though increasingly 
more difficult to implement. Because of its simplicity the Bragg-Williams 
mean field (BWMF) can be solved for complex situations. In many 
cases it serves as a tractable 1st order approximation, although in some 
systems, particularly frustrated ones, for example spin glasses, it is a 
disaster. Further, and from a material specific point of view perhaps 
more importantly, only the BWMF can be deployed in a fully electronic 
(first principles) model [3]. 
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Figure 1    Bulk phase diagram in MWMF solution. 

FACE CENTRED CUBIC LATTICE WITH 
ORDERING POTENTIALS, BWMF SOLUTION 

The bulk phase diagram, a famous disaster, was first worked out by 
Shockley in 1937 [4]. It's clear that the extension of all phases to a 
multicritical point is wrong when one considers that the lattice is most 
frustrated right between the stoichiometries of the LI2 and Lin phases. 
The ground state manifestation of this is that there are superdegenerate 
points at c = 3/8 and c = 5/8. The argument is that correlations will 
make the solid solution more stable than the ordered structures, and that 
this effect will be greatest in the most frustrated regions. Thus one would 
expect a lowering of the phase boundary between the stoichiometries of 
Ll2 and Llo, and so a three peaked structure. The BWMF completely 
misses t.hiis as the only contribution to correlation energy is from long 
range order. With the more sophisticated approximations mentioned 
above, CVM and MC, the correlation energy is better handled and a 
three peaked structure is seen [8], [9]. On the other hand the virtues 
of the BWMF are particularly evident when one solves not the bulk but 
a surface problem. For example it renders the asymptotic phenomena 
on a (100) surface tractable, whilst it is difficult to treat with the more 
accurate approximations [5]. The main point of this report is to argue 
that the Onsager Cavity Field Approximation (OCFA) is as tractable 
as the BWMF for complex problems, and, furthermore, it provides an 
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adequate account of correlations even in frustrated systems, unlike the 
BWMF. 

THE IDEA OF THE OCFA 

Onsager's original paper, in 1936, was on dielectric materials [7] and 
his ideas were adopted by Brout and Thomas [6] for the Ising model 
of magnetism in 1967. Reformulating their ideas for the Ising model of 
alloys is straightforward. The mean field argument is that the occupa- 
tion of a site is determined by an average of the surrounding medium, 
acting as a local molecular potential at that site. Onsager's observa- 
tion is that the occupation of that site will clearly cause changes in 
the surrounding local environment. More precisely if one calculated the 
molecular potential with an A atom or B atom fixed at the site, the two 
potentials would be different, and one has the picture of the molecular 
potential being split into a part which depends on the occupation and a 
part which doesn't. Onsager's argument is that it is only the part that 
is independent of site occupation, the so-called cavity potential, which 
represents an effective medium. Thus the mean-field chemical potential 
can be written as a sum of this and a part that represents the coupling 
between the sigle-site and the effective medium, the so-called reaction 
potential. 

VBWMF _    Cavity   .     Reaction 
% i *     i 

Following Brout we write 

v. .Reaction = -Ai{Ci - 1/2) 

where the Onsager co-efficient, A,- can be shown to be related to the 
pair-potentials v\y: 

A4 = l/ß«{l-ci)'Ev®aij (1) 
3 

and the correlation functions, given by 

aij = ß(<tej> -CiCj). 

The equation of state for this new approximation is, not suprisingly, just 
the old BWMF equation of state corrected by subtracting the reaction 
potential 

E v\fci + vi1] + hTln -2- - Vi - Ai(Ci - 1/2) = 0. (2) 
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Clearly, the concentrations are now coupled to the correlation functions 
{dij}. Differentiating the equation of state with respect to UJ one has a 
closed set of equations for correlation functions in terms of the Onsager 
co-efficients 

an = ßci(l - Ci)(Sij - J2 v^patij + A,-^-) 
l 

and one has a set of coupled equations to be solved for {a,-j} and {A,-} 
for a specified concentration configuration and temperature. 

aij    =   ßctil-CiWij-^vffatij + Aiaiij) (3) 

A,-    =    l/ß*(l-a^vWoij (4) 
3 

For 2nd order transitions it is easy to find transition temperature. The 
temperature at which the solid solution becomes unstable with respect 
to a concentration wave generated by reciprocal lattice vector q is given 
by the much quoted formula 

kbTc = _I(Vri / JH )-i 

An example is segregation on fee lattice at a concentration of 0.5. Sig- 
nificantly, the transition temperature is an improvement on the BWMF 
solution. (kbTc)BestMC = 0.816(kbTc)BWMF and (kbTc)ocFA = 
0.75(kbTc)BWMF- However for Is* order transitions the equation of state 
has many symmetry breaking solutions at low temperatures and so one 
needs the free energy to determine the equilibrium state. It is this lack 
of a free energy to complete the theory that has hampered progress of 
the OCFA in alloy problems. In the next section we will show how to 
find this free energy. For the record we note that this has in fact been 
done, though from a rather different (and rather more formal) perspec- 
tive. In a paper which to these authors seems much less well known than 
it deserves to be, Tokar et al. [11] have developed a free energy expres- 
sion for their 7 — expansion, better known in applications to short-range 
order. They show that even in lowest order this greatly improves the 
topology of the phase diagram for the fee lattice. It turns out that the 
OCFA is equivalent to this lowest order approximation. 

FREE ENERGY IN OCFA 
The first point to make is that the BWMF equations are a trivial 

limit, {A;} -> 0 of the OCFA. This suggests the form of the OCFA 
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free energy will be equal to the BWMF free energy with a correction 
due to correlations. That this limit exists serves to emphasise that the 
OCFA is an improved single site theory, in CVM for example the two- 
point (quasi-chemical) approximation does not contain the BWMF as 
a limiting case. Without any formal basis for an approach we proceed 
ad-hoc and 'integrate-up' equation (2) by guessing what this correction 
will be. In preparation for doing this we note that by substituting in the 
expression for correlation functions into equation (1) and re-arranging 
it, one is led to 

l/2£c-(l - a)Ai = 1/2 J^ < Uj > -l/2]T>gVr     (5) 

Evidently the right hand side of this expression is the correlation energy, 
namely the internal energy minus the uncorrelated BWMF internal en- 
ergy. This is clearly a formal improvement on the BWMF as there is 
now an expression for correlation energy for an arbitrary concentration 
configuration {ct}. That is, there will be contributions to the correla- 
tion energy from both long range and short range order. It might be 
suspected that equation (5) forms the internal energy component of the 
free energy correction to BWMF theory that is required. On this basis 
one can proceed to guess the entropy component for various phases, so 
that the equation of state is reproduced by differentiating the free energy. 
To this end one notes that the appropriate representation for equations 
(3) and (4) is a basis of fourier transforms (for the solid solution phase), 
or partial fourier transforms (for the partially ordered structures Ll0 

and LI2), of the pair correlation functions and pair potentials. In fig- 
ure 2 is shown these structures and the appropriate Brillouin zones for 
the inverse fourier transforms. 

SOLID SOLUTION 

As all sites are equivalent there will be only one Onsager co-efficient 
and so a state is described by (/3,c, A). In the fourier transform basis 
the sets of equations (3) and (4) become 

a(q)    =    (S + t/%))-1 

where £ = l//3c(l - c) - A. For each (ß,c) there are two coupled 
equations to solve for the two unknowns A and a(q).The correlation 
energy is given by l/2Nc(l - c)A, and the entropy correction, chosen to 
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Figure 2   Brillouin zones for the solid solution, cuboid sublattice and cube sublattice. 

reproduce the equation of state on setting -^ - 0, gives 

A/N   =   6v^c2 + v^c + kbT[c\nc+{l-c)\n(l-c)] 

-   v{c - 1/2) + l/2c(l - c)A 

+    kbT/2[-Slss j d39 I« <*(?) + ln fä1 ~ ^ 

where the Brillouin zone is that shown in figure 2(a). 

Ll0 PHASE 

There are two inequivalent sites in this structure and so a state is 
described by {ß,cuc2, Ai, A2). As one can see in figure 3 two pairs of 
sublattices can be joined to form two interpenetrating cuboid lattices. 
The unit cell is now a cuboid containing 1 site from each sublattice. By 
taking partial fourier transforms between sublattices the set of equations 

(3) becomes 

an (q)    al2(q) 
a21(q)    o?\q) 

[(q)+^i vl2{q) 
v21(q) v22{q) + X2 

-l 
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Figure 3   Two sublattices of the LIQ structure. 

where Ei = 1/OJH — Aj and £2 = l/a22 — A//. The diagonal elements of 
the matrix are fourier transforms on the same sublattice, the off-diagonal 
elements are fourier transforms between sublattices. Inverting the above 
matrix one can find the an""s in terms off nm's and Sn's. Defining 

a\q)    =   an(q) + au(q) 

c?{q)    =   a2\q) + a™(q) 

one finds 

a\q) = 

a\q) = 

X2 + vn(q)-v"(q) 

(v"(q) + Si)(t;22(?) + £2) - vi2(q)v^(q) 

E1 + v^(q)-v^(q) 

(t,"fo) + Si)(f22(g) + S2) - v™(q)vK(q) 

Finally one can show by Dirac construction, that the set of equations 
(4) becomes 

El =  ßcm-c^1-^ Id3qvi2){q)al{q)) 

E2   = ^-—(l-ü-lJd'qv^iqWiq)) 
/?c2(l-c2) 
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Figure 4    BWMF and OCFA free energies at the Al - Llo transition in the OCFA 
solution. 

Thus there are 4 equations to solve for the two unknown numbers Ai, A2, 
and the two unknown functions ^(q) and a2(q). The correlation energy 
isl/2(l/2c1(l - cJ)Ai + l/2c2(l - c2)A2), and the entropy correction 
simply turns out to be the matrix analogue of solid solution equation. 

A/N   = 6v^c2 - I/2772 + v^c - v{c - 1/2) 

+ kbT/2[cl In c1 + (1 - c1) ln(l - c1) 

+ c2lnc2+(l-c2)ln(l-c2)] 

+ 1/2(1/2^(1 - c^Ai + l/2c2(l - c2)A2) 

+ khT/2[-il^hoid/2 j dzq\xi\\a{q)\\ 

+ 1/2 In an+ 1/2 In «22] 

where rj = c1 — c2 and is the order parameter. In figure 4 we plotted 
the free energies, and the free energy correction due to correlations, at 
the stoichiometric composition of Ll0. The free energy correction is 
negative and greatest for the solid solution. It is this that causes the 
solid solution to become more stable than the Llo phase, and thus there 
is a lowering of the transition temperature. 
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Ll2 PHASE 

As in the Ll0 phase there are two inequivalent sites and so a state is 
described by (/?, c1; c2, Ax, A2). In this case though the simplest division 
is into the 4 cubic sublattices, 3 of which will be related by translation. 
The unit cell is now the standard unit cell which contains 1 site from 
each of the 4 cubic sublattices. Taking partial fourier transforms as 
before one is led to 

a24 

/ 

..21 

V 

V 

v22 + E2 

13 

.23 
V 

J33 + E2 

v44 + E2 

Proceeding as before we define 

al(q)    =    <xn(q) + a12(q) + a13(q) + a14(q) 
c?{q)    =    a21(g) + a22(g) + a23(g) + a24(g) 

and arrive at a (more complicated) set of 4 coupled equations to solve 
for the 4 unknowns Ai, A2, ^{q) and a2(q). 

a 
ZWKy + v(%z + v(»zx - £2) + if >£a + if> 
-E^ + d(E2 + EXE2) - G2(£i + 3E2) - G3 

-EiEf + Gi(E2 + EiEa) - G2(Ei + 3E2) - G3 

(2) 

E>    =    ßts{l_^-yihJ^v^{q)a\q)) 

where G; and F/j) are the q dependent functions 

Gi 

G2 

G3 =    v'2) 
' + «(V + -(2),/ - 2t,( V«( V _ 2««M VV - 2,^ V2)   2 

4-7,(2)     ^j_.,(2       2       n..f2)     2,-2       .    ,„>     2    ,„>     9 ... _ «l% + «< V + «(V - 2,% V V _ 2vW>vm„> - 
«(2)«y  + «< V + t,<V + 2t,<V(V(2), 

■2t,W ,(2)_ 
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Figure 5   BWMF and OCFA free energies at the Al - L\2 transition in the OCFA 
solution. 

-vWxy\vWyz + VWZX) - t,< V(" (2)~ + ^(2)*y) - «(2)« V2U + v(2)y^ 

Fl (2) -,(2).. + V (2) 

F<2>   =   vW^v^-vWy,,-^») 

FP   =   F2
(1) 

Where r\ — cl- c11, and the Brillouin zone is shown in figure 2(c). In 
figure 5 is plotted the free energies, and the free energy correction due 
to correlations, at the stoichiometric composition of Ll2. One finds a 
similar picture as in the Ll0 case, that is a lowering of the transition 
temperature. 

BULK PHASE DIAGRAM FOR ORDERING 
POTENTIALS ON FCC LATTICE 

A calculation of the bulk phase diagram shows that the lowering of 
the phase boundary is greatest in the most frustrated regions between 
the stoichiometries of Ll2 and Ll0 phases, and one has the 3 peaked 
structure seen in MC simulation and CVM calculations. The agreement 
between MC and the OCFA is quite good, the phase diagram from ref- 
erence [9] is shown plotted on the same scale in figure 6. The phase 
transitions are now strongly first order at both the LI2 and LIQ stoi- 
chiometries, again in agreement with MC simulations. The TO-CVM, 
OCFA, and MC transition temperatures at LI2 and Llo stoichiometries 
are shown below. 

Method Llo transition temp. LI2 transition temp 
TO-CVM 1.89 1.88 
OCFA 1.748 1.826 
MC 1.75 1.80 
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Figure 6   Bulk phase diagram in OCFA. 
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Figure 7   Free energy for Id ising model at t=0.5 and t=0.001. 

SOME FURTHER OBSERVATIONS 

LIMIT OF INFINITE INTERACTION RANGE 

A question one would naturally ask is, what does the OCFA do in the 
regime where the BWMF theory is exact, that is when the interaction 
range (and so the number of nearest neighbours) becomes infinite. In 
the solid solution case, for example, one can see the answer clearly by 
noting that 

,(2) (<?) 
5 

(2)   iq. r-o,  _ 2vW 

N 

N 

2J cos{nqa). 

and so as N becomes large v^2\q) will become zero and so also, from 
equation (5), will Onsager co-efficient A. The limit A = 0 is just the 
BWMF limit of the OCFA, and thus for infinite interaction range the 
OCFA reduces to the BWMF theory. 

HIGH TEMPERATURE EXPANSION 

It is interesting to do a high temperature expansion of the theory to 
first order in ß. The correlation free energy becomes 

ß ^or = -l£^;  c(i-c)c(i-c) + 
tj 

In fact this is just the first term of a high temperature renormalised 
perturbation series, which shows in a formal way that the OCFA is in 
general improving on the BWMF theory. 

LOWER DIMENSIONS 

Phase behaviour in lower dimensions is of some interest when one 
considers how the OCFA treats fluctuations. It is easy to show that 
the solid solution is stable at T=0 in both ID and 2D, and indeed this 
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Figure 8   Phase diagram for 2d square lattice, nearest neighbour interactions only. 

is true of all ordering vectors in the first Brillouin zones. In figure 7 
is plotted the OCFA free energy at the value of the BWMF transition 
temperature and at T —>■ 0. There is no transition. However, for the 
2D square lattice there is, though it is everywhere a Is' order transition. 
As one can see from the phase diagram in figure 8, though the order of 
the phase transition is badly wrong the phase boundary and transition 
temperature at c = | are reasonable. 

Method T0 at c = i order of transition 
Exact result 0.5673 nnd 

BWMF 1.0 nnd 

OCFA 0.62 1 st 

CVM (square approx.) 0.6075 <ynd 

ONSAGER CAVITY FIELD FOR SURFACES 

In this section we present the OCFA equations for various surfaces 
and sketch the approach by which they may be solved. 

PRINCIPLE (100) SURFACE, ONE ORDER PARAMETER PER 
LAYER 

A surface problem is investigated by calculating a N\ layer film and 
making Ni large enough so that the surfaces are non-interacting. For the 
simplest case of one concentration per layer the system will be specified 
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■ Layer 1 

■ Layer 2 

■ Layer 3 

Figure 9   fee alloy film with two order parameters per layer. 

by 27V; + 1 variables, namely ß and the sets {c,} and {A;}. The subscript 
refers to the layer index. The appropriate basis for the set of equations 
(3), as one would expect by an analogy with the bulk case, is now a 
basis of partial fourier transforms between the layers of the film. In this 
representation one finds, with Ni — 3 for ease of presentation, 

(6) 

With this matrix a(q) in terms of known functions one can write down 
a correction to the BWMF free energy 

an »12 «13  \ v(2) v{2) \ u13 

v{2) V
2Z «21 «22 «23    1   = s2 

«31 Ö32 «33  / u? u32 s3 ) 

A correction IN   =   l/2^Cj(l-Ci)Ai 
t=i 

+    kbT/2[-Qgl
yer fd

3q In ||a(9)|| + 1/2 ^ln a,-,-] 

Proceeding as in the bulk cases by fourier transforming the set of equa- 
tions (4), there would be 2Ni + 1 coupled equations to solve. 

PRINCIPLE (100) SURFACE, MORE THAN ONE ORDER 
PARAMETER PER LAYER 

For Ns concentrations per layer a state will be specified by NsNi + 1 
variables, ß and the sets {c\} and {A^}. Here we use the notation that 
the subscript refers to the layer index and the superscript to the layer 
sublattice index. In this case one now also has partial fourier transforms 
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Figure 10   (100) vicinal surface with h=l and 1=2, 

between the sub-lattices of the layers, as well as between the layers 
themselves. This has the effect that an element of the matrix in (6) is 
replaced by an N% elements as indicated below for the case Ns — 2 

a «j 

12 

„,21 

\°& 

«1? 

all 
22 a; 21 

0n 
"12 
a12 
a22 

21 a 22 

«12 \ 
12 
22 
22 
22 

Ei 
21 

11 

,(2) 
12 

'11 

J2) ;11 

4?" 
v 4f 

E? 

v, 

,(2) 
'21 

(2) 
21 

12 

22 

,(2) 
11 

(?)     u12 
(2)21 

'12 

v, (2) 
22 

21 

(2)"   \ 
'12 
J2) 
J12 
,(2) 
'22 

Y
2 

^2 

22 

12 

/ 

where we now show the formulae for iV; = 2. The free energy correction 
is 

correctioniN     =     y2     J^     cji1 ~ 4)Ai 

+    kbT/2[- 

«=l,i=l 

*Hayer 
N,,NS 

1 fd'q\n\\a(q)\\ + l/2   £   In ofl] 
^ i=i,j=i 

VICINAL (100) SURFACE 

The geometry of a vicinal surface can be defined by the step height h 
and the terrace length 1. The layers of symmetry related sites are now at 
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some angle tan'1^ to the [100] direction, and predictably partial fourier 
transforms between these layers form the convenient basis for the OCFA 
to be written down in. In this way one can see that there will in fact be 
no formal difference between the OCFA for principal or vicinal surfaces. 

OUTLOOK AND CONCLUSIONS 
The OCFA solves the BWMF problem of the fee phase diagram for 

ordering potentials. It seems that the OCFA is a good approximation 
for frustrated systems. However, the MC and CVM methods both solve 
the same problem. The point we would like to make is that it is easy to 
write down equations to solve for various complex situations, particularly 
vicinal surfaces, in the OCFA which would be in the least extremely 
tedious with CVM and certainly extremely difficult with MC. In short, 
it is easier to write down the appropriate matrix of correlation functions 
than it is to do cluster algebra. Also, as the OCFA is a single site theory 
it can be implemented in a fully (first principles) electronic theory. This 
has been done for the solid solution case, see for example [10]. It is 
now in principle possible to do this for partially ordered structures, and 
with the free energies to calculate the phase diagram. One could then 
see the interplay between the frustration and the electronic effects. On 
the other hand there is no such thing as a free lunch, and it is probably 
true that the OCFA equations are more difficult to solve than the CVM 
equations once both are written down. On top of this it remains to be 
seen how good an approximation it really is, and one bulk calculation 
doesn't provide a conclusive answer to this question. A further test is 
of course surface calculations which we plan to do. It might be the 
case that the OCFA completely distorts the true surface behaviour, in 
which case it's usefulness is severely curtailed. However, in view of it's 
success in the bulk phase diagram and it's ease of implimentation one 
might, taking a pragmatic view, expect it to be some sort of half way 
house between BWMF and the CVM and MC calculations, so that one 
could perhaps use it to explore complex (and interesting) problems in 
the cases where the BWMF fails disasterously, and the generally better 
approximations like CVM and MC are difficult to implement. 
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ABSTRACT 

Time-resolved and spatially-resolved diffraction techniques have been developed recently to 
perform materials dynamics study in-situ extending into the time and spatial domain in high 
temperature processes. The applications of these methods to investigate the chemical dynamics of 
solid combustion reactions and to map phases and their transformation in fusion welds are 
exemplified in this paper. 

INTRODUCTION 

Real-time studies of dynamical processes in-situ under severe temperature or pressure 
conditions often pose a challenge for experimentalists. In materials synthesis such as combustion 
synthesis and materials joining processes such as welding, high intensity heat sources are used to 
create steep thermal gradients that rapidly heat and cool materials to and from their melting point. 
This rapid thermal cycling induces solid state reactions and/or phase transformations both on 
heating and on cooling, and causes melting and solidification in regions of the material where the 
liquidus temperature has been exceeded. Composition and/or structure fluctuations are expected to 
occur along thermal gradients, and microstructural discontinuities exist at (or near) the location of 
each phase transformation isotherm. 
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Combustion synthesis is a relatively novel mode of preparing high temperature materials via 
solid-state reactions. These reactions are universally accompanied by the release of a large amount 
of heat. Once ignited with an external heat source, these solid combustion synthesis (SCS) 
reactions become self-sustained and propagate to completion within seconds. Also known as self- 
propagating high temperature synthesis (SHS) reactions, these processes are characterized by a 
fast-moving combustion front (1 to 100 mm/s) and a self-generated temperature varying from 1000 
to 4000K. A number of ceramic, intermetallic and composite materials have been synthesized by 
this method'.2, including high temperature superconducting oxides3'4. 

Although the basic concepts of this method of materials synthesis are relatively easy to 
apply in principle, there remains a number of basic questions concerning the physical and chemical 
nature as well as the dynamics of phase transformation within the moving combustion front. The 
situation is true even with the most simple A + B -> AB combustion reactions. Until recently5"7, 
it has been difficult to investigate these reactions because of the speed and extreme thermal 
conditions. Examinations of reactant and product phases and their microstructures are possible 
with x-ray diffraction and a variety of optical and electron microscopies. However, the high 
temperature and fast rates of combustion preclude any in-situ investigation of structural changes 
and chemical dynamics in the combustion zone in real time with most conventional techniques. 

Material systems where thermally induced phase transformations play a significant role 
include allotropic elements such as pure titanium (hcp_bcc); two-phase alloys such as stainless 
steels (fcc_bcc); martensitic alloys such as iron-based steel alloys (fcc_bct); and dispersion- 
strengthened alloys. Most of the phase transformations of interest will involve deviations from 
equilibrium microstructures, resulting in partial transformations and/or the creation of metastable 
phases. These types of phase transformations have aroused a lot of interest in recent years in 
welding research development and in the metallurgical community8. 

From a practical standpoint, solid state phase transformations and their kinetics play an 
important role in understanding various problems associated with thermal processing of materials 
such as sub-solidus cracking, cold cracking and distortion caused by residual stresses 9,1°. Solution 
to these problems will greatly be facilitated by the development of novel experimental methods for 
determining phase transformation behavior in the steep thermal gradients and at the high cooling 
rates. Until more recently"-12, no direct method existed for investigating solid state phase 
transformations that take place. Conventional methods for studying general phase transformation 
behavior are most indirect and of a post-mortem nature. Moreover, these methods only provide 
data for low heating and cooling rates on the order of ~1 K/s, which is much less than those of arc 
welds (10 -103 K/s), and laser and electron beam welds (102 -104 K/s). 

We describe recently developed synchrotron techniques and their applications (a) to follow 
the course of reaction of a carefully chosen Ta + C -> TaC solid combustion system with a time 
resolution of 50 ms by recording the time-resolved x-ray diffraction (TRXRD) patterns in situ and 
at high temperature and (b) to probe the phases and map their locations in steep thermal gradients 
(-100 K/mm) down to 200 um in spatial extent in a Ti fusion weld by recording the spatially- 
resolved x-ray diffraction (SRXRD) patterns in-situ during the welding process. 

The choice of the Ta-C combustion system is two-fold. Firstly, the combustion synthesis of 
both TaC and Ta2C from Ta and C is atypical of many other combustion reactions because the 
adiabatic temperatures (2438 °C and 2360 °C for TaC and Ta2C respectively) are below the 
melting temperatures of tantalum, carbon, the carbides and known eutectic compositions13. 
Therefore, these combustion reactions must occur in the solid state with no participation of a 
liquid phase. In fact, it has been suggested that the rate-controlling step in the combustion 
reactions of Ta and C is the diffusion of carbon into the tantalum particles14-16. Secondly, Ta and 
its compounds are strong x-ray scatterers which enable a short scan time for each diffraction 
pattern (tens of milliseconds with good signal-to-noise ratios)17. 
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To illustrate its novelty, we apply the SRXRD technique18 to map completely the phases and 
their solid-state transformations in titanium fusion welds. In a fusion weld, two distinct 
microstructural regions are formed: (i) ihefitsion zone, FZ, in which melting, solidification and solid 
state phase transformation have taken place, and (ii) the heat affected zone, HAZ, in which only 
solid state phase transformations have taken place. In each zone, metastable microstructures may 
be created that can enhance or degrade the quality of the weld, depending on the materials and 
processing parameters. Profile analyses of the diffraction data were used to elucidate the evolution 
of various types of high temperature microstructures in the vicinity of the HAZ around the liquid 
weld. The observed phase boundaries are compared with calculations from a heat flow model19. 

EXPERIMENTAL METHODS 

Time-resolved diffraction measurements 

The diffraction-reaction chamber, and detectors are shown schematically in Figure 1. A 
detailed description of the apparatus has been given elsewhere6-20. This apparatus was designed to 
accept a synchrotron beam incident at an angle of -20° on a combustion specimen. The detectors 
are silicon position-sensitive photodiode arrays manufactured by Princeton Instruments, NJ. Each 
array is 25 mm long containing 1024 pixels, and is capable of recording a full scan of 1024 pixels in 
4 ms. Diffraction experiments were performed at Brookhaven National Synchrotron Light Source 
(NSLS) on beamline X-l 1A using a focused beam monochromatized with a double Si(l 11) crystal 
at 8048.0 eV (_= 1.5406Ä ). The detectors each spanning 6° 29 were centered at 36.5° and 72° 
(where 0 is the Bragg angle for a given reflection) to collect the Ta (110) and (211) diffraction 
peaks at the start of the reaction as well the major diffraction peaks of both TaC and Ta2C 
products in these 26 windows. The vertical hutch slit was adjusted to a height of 0.46 mm for the 
Ta + C reaction (I) and 0.25 mm for the faster 2Ta + C reaction (II). These produced an x-ray 
beam of 1.1 mm and 0.6 mm long respectively along the length of the sample at a 8 angle of 25 °. 

Diffraction patterns were collected and stored at constant time intervals from the initiation of 
the reaction through completion with a total collection time ranging from 15 to 50 seconds. A 
typical TRXRD experiment might consist of 500 scans each collected at 100 ms. Scan times of 
both 50 and 100 ms time frames were used for both reactions I and II. Data sets were collected 
during the burns of several samples of each mixture. Some expansion of the material was expected 
and took place during the reaction causing slight shifts in the peak positions to a higher 26 value. 
Prior to ignition, the room temperature diffraction pattern of each specimen was routinely recorded 
to optimize sample position, choice of 20-window and S/N ratios with scan time. Diffraction 
scans were also taken of the cooled product 5-10 minutes after completion of the reaction. 
Conventional powder diffraction patterns from the surface as well as the interior of each reacted 
samples were later collected in the laboratory to verify the product phase using a conventional x- 
ray tube. 

Preparation of combustion synthesis specimens 

Stoichiometric mixtures of metal and carbon powders (1:1 and 2:1) respectively for reaction I: 
Ta + C = TaC and reaction II: 2Ta + C = Ta2C were weighed and mechanically mixed in a SPEX 
mixer for 10-30 min. The combustion specimens were pressed cylindrical pellets, 19 mm in 
diameter and about 25 mm long with a green density of -55%. The pressed samples were ignited 
at one end by a resistively heated tungsten coil. After ignition, the burn became self-sustaining due 

287 



X-RAY 
PHOTO-DIODE 

ARRAYS 

SYNCHROTRON 
BEAM 

-UNREACTED MATERIAL 
-COMBUSTION FRONT 

REACTED MATERIAL 
- TUNGSTEN 

IGNITER COIL 

Figure 1. Schematic diagram showing the TRXRD diffractometer reaction chamber at NSLS Beamline X-l 1l7'2 
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Figure 2. Schematics of the SRXRD setup used for in-situ phase mapping and real-time observation of 
microstructure evolution in fusion welds12. 
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to the high exothermicity of the reaction. All Ta + C and 2Ta + C reactions reported here were 
performed in helium at a pressure of 1 arm or slightly less to obviate oxidation and to minimize air 
attenuation of the diffracted signals. 

Spatially resolved x-ray diffraction (SRXRD) measurements 

SRXRD experiments were performed on the 31-pole-wiggler beam line 10-221 at Stanford 
Synchrotron Radiation Laboratory (SSRL) with the storage ring operating at an energy of 3.0 GeV 
and injection current of-100 mA. Details of the SRXRD instrument can be found elsewhere11 n. 
A schematic representation of the experimental set-up is shown in Figure 2. 

XRD measurements were made using a monochromatic x-ray beam with a photon energy of 
8.5 keV (wavelength X= 1.4586 A). A Si(lll) double crystal monochromator was used preceded 
by a toroidal mirror in a 1:1 focusing geometry. The spatial resolution of the experiment was 
determined by a 180 um pinhole placed 30 cm in front of the weld. A photon flux of about 2-109 

photons per second was determined using an ionization chamber situated between pinhole and 
weld. From photographic paper measurements the beam size on the titanium bar was estimated to 
be -200 urn. X-ray diffraction patterns from the titanium bar were recorded on a 5 cm long water- 
cooled 2048-element position sensitive photodiode array detector. The detector, similar to those 
described in the TRXRD experiments, but upgraded to 50 mm long to contain 2048 pixels, was 
placed 9.5 cm from the weld at an angle of 30° with respect to the primary synchrotron beam 
covering a 29 range from 30° to 60°. The detector and associated ST121 data acquisition system 
were manufactured by Princeton Instruments22. The latter was used to store and display the x-ray 
diffraction data in real time. 

SRXRD patterns were measured during welding by positioning the beam at a pre-determined 
location with respect to the welding electrode. A single diffraction pattern at each location was 
collected for 6 s while the bar rotated under the torch at a constant speed of 0.2 rpm. By 
incrementally jogging the weld to new locations in 200 um intervals, a series of spatially-resolved 
x-ray diffraction patterns was collected along a lineal scan direction perpendicular to and away 
from the centerline of the weld. For example, a typical run consisted of gathering 40 x-ray 
diffraction patterns spanning a range of 8 mm through the HAZ. A schematic representation of the 
mapping procedure is presented in Figure 3. The dimension of the liquid weld pool was determined 
from the experiment, whereas the dimension of the heat affected zone was estimated from a heat- 
flow model19. Each dotted line represents a single experimental SRXRD run, and each dot denotes 
an x-ray diffraction pattern collected at this location with respect to the center of the weld. After 
completing a run, the weld was allowed to cool to room temperature and the electrode was 
repositioned to a new starting location with respect to the x-ray beam prior to taking the next 
series of data. As can be seen from Figure 3, by symmetry only one half the weld was mapped 
experimentally. In the following analysis, only the top half of the entire weld will be displayed for 
simplicity. 

Titanium samples for welding 

Cylindrical welding samples were machined from as received grade 2 commercially pure 
titanium measuring 10.2 cm in diameter and 12.7 cm length. These samples had a surface finish of 
1.6 _m RMS and were round to within 10 _m on the diameter. Chemical analysis was performed 
using combustion analysis for O, C, N, and H, and inductively coupled plasma analysis for the 
remaining elements. The results show the following impurity content (wt %): 0.14 % Fe, 0.17 % 
O, 0.03 % Al, 0.02 % Cr, 0.008% C, 0.001 % H, 0.014 % N, 0.02 % Ni, 0.005 % V, 0.004 % Si. 
The final cylindrical samples were then vacuum annealed for 30 min at 400 °C to partially recover 
the cold work that was introduced during machining. 
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Movement of material 

Figure 3. Schematic representation of the SRXRD procedure used. Indicated are HAZ (delimited by 915 °C 
isotherm) and FZ (limited by 1670 °C isotherm) as determined from heat-flow model calculations", and the direction 
of movement of the titanium material underneath the tungsten electrode (black dot at x = 0.0 mm and y = 0.0 mm). 
Each dotted arrow represents a single experimental SRXRD run, and each dot denotes an x-ray diffraction pattern 
measured at this location. Heating and cooling side of the moving weld are indicated. 
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Figure 4. A 3-dimensional plot of the time-resolved diffraction patterns for the combustion reaction: Ta + C —»TaC 
collected at 100 ms/scan. Only every 10th scan was plotted for visual clarity, t = 0.0s corresponds to triggering of 
the detectors. Beyond 20s the TRXRD patterns remained unchanged. 
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Welding setup and procedure 

Gas tungsten arc welds were made on the titanium bars using a 150 A direct current welding 
power supply with the electrode held at negative polarity. A new welding electrode made of W-2 
% Th, 4.7 mm in diameter, was used for each weld. The power was maintained constant at 1.9 kW 
(100 A, 19 ± 0.5 V) for all welds, and helium was used as both a welding and shielding gas. The 
titanium bar was rotated at a constant speed of 0.20 rpm below the fixed electrode, which 
corresponds to a surface welding speed of 1.1 mm/s, and resulted in an 11 to 12 mm wide fusion 
zone on the surface of the titanium bar. All welding was performed inside a chamber purged with 
ultra high purity helium (99.999 %) to minimize oxidation of the titanium that had occurred12. The 
He gas was also passed through the torch during welding to further prevent oxidation in the weld 
region and to cool the torch. The welding assembly was integrally mounted to a translation stage 
driven by a stepper motor with 10 _m precision. Spatial mapping of the phases in the various 
regions of the HAZ was performed by using the translation stage to manipulate the weld (welding 
torch and workpiece) with respect to the fixed x-ray beam in order to sample discrete regions 
around the weld. Movements perpendicular to the centerline of the weld were controlled by a 
computer and were performed by direct translation of the workpiece with respect to the x-ray 
beam. An in-house designed software package was developed on a personal computer using 
LabView software v4.0 to control the position of the weld with respect to the x-ray beam, to 
control the bar rotational speed (welding speed), and to trigger the data acquisition system in a 
second computer. 

RESULTS 

Time-resolved diffraction data 

The synthesis of TaC. Figure 4 shows a series of typical time-resolved diffraction patterns 
for the synthesis of TaC from a stoichiometric mixture of its constituent elements. In this 
TRXRD experiment, the detector counting time per diffraction pattern (scan) was 100 ms, and 500 
such scans were recorded to yield a total measurement time of 50 s. In this 3-D plot, only every 
10th scan was plotted to ease visual representation of the course of reaction with time, t = 0 
corresponds to triggering of the detector to initiate collection of diffraction patterns of the reactant 
mixture prior to arrival of combustion front at the area of the sample illuminated by the 
synchrotron beam. 

Examination of such a time series of TRXRD diffraction scans shows that the sequence of 
chemical events in the combustion zone may be represented by a subset of selected scans as 
plotted in Figure 5. Two tantalum metal peaks are prominent until 5.6 s have passed when the 
Debye-Waller effect diminishes their intensities due to arrival of the high temperature combustion 
front. The Ta (110) peak splits at 6.7 s and another peak is observed at 35 ° 29. The Ta (211) has 
almost disappeared and only a hint of scattering is observed in the center of the second detector at 
high angle. At 7.5 s both TaC and Ta2C peaks are clearly registered in both detectors. Considering 
the combustion front velocity (-2.0 mm/s) and beam width of 1.1 mm along the direction of 
combustion front, the combustion front would pass through the x-ray spot in -0.55 s. After 30 
seconds, most of the scattering from Ta2C has disappeared leaving only TaC peaks prominent in 
the patterns, which shifted to higher 29 values indicative of lattice contraction upon cooling. 
Laboratory XRD patterns showed only trace amounts of subcarbide in the interior as well as on 
the surface of reacted samples. 
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Figure S. Selected TRXRD patterns collected at 100 ms/scan for the Ta + C -> TaC combustion reaction, showing 
critical events in the course of the reaction. Time = 0.0 seconds corresponds to triggering of the detectors. 

The Synthesis of Ta2C. The 2Ta + C -»_Ta2C reaction was also monitored at both 100 ms 
and 50 ms time scale and the corresponding TRXRD scans are shown in Figure 6. Only 50 ms ( 
one TRXRD frame) elapses from the time the Ta peaks begin to decrease at t = 1.60s and the 
major Ta2C peaks appear at t = 1.65 s. By the next frame, all the subcarbide peaks are evident with 
no indication of any other species present. Since this reaction was faster than the Ta + C reaction 
and to test spatial resolution of the diffraction peaks, the hutch slit was adjusted to 0.25 mm. At a 
velocity of 5 mm/s, the burn front would pass through the 0.6 mm long x-ray beam spot in 0.12 s 
or 120 ms.. The same scenario is replayed in all of the TRXRD data recorded for this reaction. 
However, there is no indication of an intermediate carbide phase. In post diffraction scans, Ta2C 
is the only tantalum-containing phase present on the surface and in the interior of the combusted 
sample. 

Spatially resolved x-ray diffraction data: Phase mapping in the HAZ of Ti fusion welds 

Pure titanium exhibits two phase transitions: an oc->ß phase transformation in the solid 
state at 882 °C and melting at 1668 °C 2\ In commercially pure grade 2 titanium employed in this 
work, the allotropic transformation from a hep a-phase to a bec ß-phase occurs at -915 °C due to 
the presence of iron, oxygen, and other impurities23. During the welding process, these phase 
transitions give rise to two distinct microstructural regions: a fusion zone (FZ) in which melting 
upon heating and solidification on cooling occur and a heat-affected zone (HAZ), in which the 
a-^ß solid-state phase transformation and other microstructural changes take place. A typical 
series of SRXRD patterns measured across the a-^ß phase transformation isotherm is shown in 
Figure 7. The starting position and scan direction of the SRXRD run with respect to the center of 
the weld are shown by the dotted arrow in the inset. A transition from a ß-Ti bec pattern at high 
temperature inside the HAZ, to a rx+ß-mixed zone, and eventually back to the a-Ti hep pattern 
can be  seen.  In addition to  phase  transformations,  the  material undergoes  annealing  and 
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recrystallization in the cooler region and outside of the HAZ. SRXRD data obtained from different 
starting positions with respect to the weld center may be classified into five principal diffraction 
patterns. These patterns are labeled as a for the base hep metal, aAR for the annealed and partially 
re-crystallized hep phase, aRG for the re-crystallized and grain growth in the hep phase, ß for the 
fully transformed high temperature bec phase and (XBT for the back transformed hep phase. 
Examples for each of the principal patterns are displayed in Figure 8 together with one for the 
cc+ß-coexistence region. It should be noted that all principal diffraction patterns belong to either 
the oc-Ti or the ß-Ti phase, but indicate differences in texture, degree of re-crystallization or 
annealing, or phase concentration. These principal diffraction patterns and the associated 
microstructures are described in detail in the following section. 
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1  
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Figure 6.   Selected TRXRD patterns collected at 50 ms/scan for the 2Ta + C -> Ta2C combustion reaction, 

showing critical events in the course of the reaction. Time = 0.0 seconds corresponds to triggering of the detectors. 

DISCUSSION 

Chemical dynamics of the Ta-C combustion synthesis 

Quantitative determinations of component concentrations in the TaC-Ta2C system using 
intensities of diffraction peaks have been reported24. In the present work, the concentration of 
the Ta reactant, Ta2C and TaC final product at a given instant of time in the course of the reaction 
is assumed to be directly proportional to the intensities of all observed diffraction lines for the 
respective phase as shown in the TRXRD patterns given in Figs. 4-6. The summation of intensity 
over all lines eliminates effects of preferred orientation in the "powder" patterns observed using the 
present diffraction geometry. The intensity sum for each phase is then normalized to its maximum 
value and plotted as a function of time to yield a set of normalized concentration profiles vs. time. 
These profiles are shown in Figures 9 and 10 for reaction I and reaction II respectively. 
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Consider first the Ta + C reaction. In Figure 9, it is seen that the reduction in intensity of the 
Ta metal peak due to the Debye-Waller effect from pre-heating of the sample is responsible for the 
slope of the metal concentration between 2.0 - 5.5 s. Note that the Ta concentration profile 
intersects first with that of the Ta2C intermediate, and that the TaC concentration has not reached 
its maximum until the Ta2C concentration has grown and then diminished. Also, the chemical 
reaction is not confined to a narrow zone at the combustion front but continues after the passage of 
the front. The reaction temperature remains above 1200 °C for approximately 4 seconds since the 
average combustion front velocity is ~2 mm/s17. The normalized intensity plot of Figure 9 clearly 
shows that it takes 3-4 seconds for the growth of the TaC phase. This clearly substantiates the 
premise that the combustion synthesis reaction for TaC continues for several seconds and that an 
equilibrium is not reached until well after the passage of the burn front. 

In solid state chemical reactions the interfacial area between reactants may influence the 
overall rate. If transport of atoms to the interface becomes too slow then the interfacial reaction 
becomes rate controlling. With most combustion reactions for metal carbides syntheses the melting 
point of the metal reactant is low enough that it melts at the combustion front and by capillary 
action surrounds the carbon particles. The occurrence maximizes the interfacial area. Furthermore, 
it seems unlikely that at 1700 °C the vapor pressure of Ta25 is high enough to influence the overall 
rate of reaction by a vapor transport mechanism. 

Thus, the experimental findings are consistent with a purely solid state mechanism. It is not 
unexpected that Ta2C was observed first before the formation of TaC in reaction.    Both self 
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Figure 7. A series of SRXRD patterns measured across the a-»ß phase transformation isotherm (T = 915 °C) in the 
y-direction along the negative temperature gradient at a position x = -6 mm ahead of the center of the weld (dotted 
arrow in inset) showing the ß-Ti, oc+ß coexistence, and a-Ti zones. 
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Figure 8. Principal diffraction patterns obtained from the current SRXRD measurement on titanium fusion welds. (J 
represent the base metal hep a-Ti phase, (a*,) is for the annealed and recrystallized a-Ti. (aRG) denotes a 
recrystallized a-Ti phase exhibiting large diffraction domains (grain growth). (aBT) is for the back transformed a-Ti 
that forms from the region of the HAZ that once contained ß-Ti. (J is for the ß-Ti phase and (ßL) is for the ß-Ti that 
coexists with a-Ti in low amounts predominantly together with aBT. The z-axis in the plot represents a line, y•- 7 
mm parallel to the centerline of the weld as shown in Fig. 5 inset, that would yield this series of six S.RXKD 
patterns. Data were normalized to unity for the highest peak in each pattern. 

Time (sec) 

Figure 9. Normalized integrated intensities plotted as a function of time for Ta(l 10), Ta2C (101) and TaC(l 11) 
diffraction peaks, showing the chemical changes in the course of the Ta + C reaction. 
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diffusion and chemical diffusion coefficients have been measured in TaC26. These measurements 
indicate that in the temperature range of interest (1700-2000 °C) the carbon atom diffuses several 
orders of magnitude faster than the Ta atom in TaC. Therefore, as carbon diffuses into the Ta 
lattice, a dilute solid solution is formed. As more carbon diffuses into the Ta the concentration level 

of C is raised high enough for the formation of Ta2C. In the Ta2C structure (P63/mmc) there are 
two octahedral interstices on either side of a hexagonal layer. These are located directly above one 
another, and only one of these can be occupied. That is, only one-half of the octahedral interstices 
in Ta2C is filled27. Further, carbon diffused into the subcarbide lattice would have to be 

accommodated by a hexagonal-to-cubic transformation to the TaC phase, in which all octahedral 
sites can now be occupied. However, if there were just enough carbon to form the subcarbide as in 
reaction II, the final product would just be Ta2C as was observed in reaction II. 

Within the time resolution of our synchrotron diffraction experiments no intermediate phase is 
observed in the 2Ta + C reaction. The direct conversion of the stoichiometric powder mixture to 
Ta2C is consistent with the phase diagram which shows only the two compounds. The formation 
of Ta2C proceeds by a factor of ~2 faster than for the formation of TaC, as indicated by the 
steeper slopes of the Ta2C concentration profiles (Figs. 9 and 10) as compared with that for the 
TaC formation (Figure 9). This suggests that the diffusion rate of carbon to the Ta metal lattice to 
form the Ta2C hexagonal phase is a factor of two faster than the rate of carbon diffusion in the 
Ta2C lattice in transforming to the final TaC product. It is challenging to elucidate the mechanism 
of each of these reactions to further our understanding of the observed reaction times. 

Phase distribution in the Heat-affected zone of Ti fusion welds 

In the following, the five principal diffraction patterns will be discussed in light of the 
associated microstructure at various locations in the HAZ and its vicinity during the welding 
process. 

The ocAR pattern: location and associated microstructure. The locations at which the aAR 

pattern was observed are plotted in Figure 11a. The corresponding diffraction pattern is shown in 
Figure lib. Profile analysis revealed that the peak width of the ocAR patterns appearing at the end 
of each of the SRXRD scans was narrower than the room temperature base metal peak width. This 
implies that none of the SRXRD scans were measured far enough out to reach the unaffected 
titanium base metal. 

Polycrystalline titanium base metal starts with small diffraction domains and grains that 
exhibit a high degree of disorder and internal stress due to the extrusion and machining process. 
Stresses and disorder result in broad single peaks originating from diffraction domains with sizes in 
the order of 20 nm. Domain sizes were obtained from the Scherrer formula28 

(? = 0.9A/(vM, cos(0M,))5 wjth t me thickness of a diffraction domain, X the wavelength, and v^ 

and 0hk, the peak width (in radiant) and Bragg angle of the (hkl) line, respectively. Thus, diffraction 
domain sizes were calculated to compare different phases and evaluate relative microstructural 
changes, but not to obtain absolute values. 

Moving towards the center of the weld in x and>>, annealing of the base metal takes place with 
increasing temperature. Defects and stress in the grains are being reduced and small diffraction 
domains grow to form larger, more perfect domains. This results in a progressive narrowing of 
diffraction peaks along the positive temperature gradient. Figure 12 shows the variation of the a-Ti 
(002) peak width for two experimental runs ahead of the weld center at position x = -8 and -7 mm. 
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Figure 10. Normalized integrated intensities plotted as a function of time for Ta(l 10) and Ta2C diffraction peaks, 
showing the chemical changes in the course of the 2Ta + C reaction. 
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Figure 11. (a) SRXRD map highlighting the locations at which the (XAR pattern was observed in the vicinity of the 
HAZ during welding. Locations in the weld where annealing and recrystallization of the base material can be observed 
are indicated, (b) The corresponding diffraction pattern. Arrow in the inset indicates a low angle shoulder due to 
presence of a hexagonal TiO* phase (see text). 
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The y scales of these two SRXRD runs were combined employing the simplified heat-flow 
model19. Peak width narrowing is given as difference between the a-Ti (002) peak width of the 
base metal at room temperature and the aAR (002) peak width at temperature. As can be seen from 
Figure 12, the variation of the (002) peak width as a function of ^-coordinates along a positive 
thermal gradient towards the weld center proceeds via a minimum in domain size. This suggests a 
three step mechanism, where the following three steps can be distinguished: (i) an initial annealing 
of defects and stress in the base metal and growth of diffraction domains resulting in a peak 
narrowing, (ii) a recrystallization process that yields smaller yet more perfect domains and leads to 
a broadening of diffraction peaks, (iii) subsequently a growth of diffraction domains which results 
in a narrowing of peaks eventually towards the aRo phase. These three regions are indicated in 
Figure 11 by different shadings. The observed behavior is in good agreement with the conventional 
picture of annealing phenomena in metals which is believed to proceed via initial reduction of stress 
and number of defects, recrystallization, and grain growth. All these step are evident in the mea- 
sured diffraction patterns at temperature. 

Anisotropy in the thermal expansion coefficients of hep a-titanium can be found in different 
peak shifts of the a-Ti (101), (002), and (101) diffraction lines. a-Ti is known to exhibit a larger 
thermal expansion in the c direction perpendicular to the basal plane of the hexagonal lattice29 than 
in the a direction. For the a-Ti (002) peak, for instance, a temperature difference of about 200 K 
should result in a peak shift of about 0.06 degrees in 26 for the scattering geometry used (thermal 
expansion coefficient Ca = T.5*^ K"1 in the a direction and Cc = 1.1*10"5 K"1 in the c direction31 

yield C(002) = 3.0* 10-4 °(20)/K for (002) line). Calculation of relative diffraction plane d spacing 
expansion for the three a-Ti (101, 002, 102) peaks seen in the SRXRD data yields the largest 
effect on the (102) diffraction peak (C(m < Cm) < C(m; with C(m being ~ 20 % more than 
C(oo2) and ~ 30 % more than C(l01)). Figure 13 shows the peak shift of the three (hkl) a-Ti peaks 
with temperature for an experimental SRXRD run at a position of x = -2 with respect to the weld 
center, (hkl) peak positions were determined from a least-squares fit of a Gaussian profile function 
to the individual diffraction peaks. Temperature data were taken from the simplified heat flow 
model. For clarification, the difference of (hkl) peak positions at elevated temperature and at room 
temperature is displayed. Different expansion coefficients C^u) for different directions in the a-Ti 
lattice (Figure 18) can be seen from different slopes of the corresponding curves. A linear fit to 
each curve in Figure 13 yields expansion coefficients in terms of diffraction angle 26 of Cf0o2) = 

2.0*10"3 °(26)/K, C(m = 1.5*10° °(26)/K, and C(m = 2.5*10"3 °(28)/K. The qualitative 
difference between the C(hu) expansion coefficients is in agreement with the above-mentioned 
considerations (C(I0I) < C(0o2) < C(W2)), with the ratio between C(m) and Cß02) of 0.6 being slightly 
higher than the calculated difference of-30%. Furthermore, the experimental absolute values exceed 
the expected ones by one order of magnitude. This might be due to an additional peak shift caused 
by a slight wobbling motion of the titanium bar during the experiment. 

The aRc pattern: location and associated microstructure. The locations at which the aRo 
pattern was observed are plotted in Figure 14a. The corresponding diffraction pattern is shown in 
Figure 14b. Further annealing and growth of a-Ti diffraction domains are expected with increasing 
temperature towards the weld center. The process can indeed be observed in a continuous decrease 
in diffraction peak width, which eventually leads to a transition from a/^ to aRG patterns. a-Ti 
diffraction patterns from inside the HAZ (915 °C isotherm) correspond to a + ß coexistence 
regions. Different kinetic mechanisms that govern a -> ß and ß -> a phase transformation ahead 
and behind the center of the weld, respectively, are responsible for the occurrence of a-Ti beyond 
the chase transformation isotherm on the heating side of the weld19. 
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Figure 12. Variation of (002) a-Ti peak width as a function of ^-coordinates along a positive thermal gradient 
obtained from two runs ahead of the weld at positions x = -8 and -7 mm. Plotted is the difference A(002) between a- 
Ti base metal (002) peak width at 20 °C and OIAR (002) peak width at temperature where an increasing A(002) reflects 
an increasing diffraction domain size. 

Similar to the <XAR pattern, the observed aRG pattern also exhibits a strong (002) intensity 
due to texture of the base metal, and a low angle shoulder due to contribution of TiOx phases. 
However, the integrated intensity of the TiOx peak seems to be larger for aRC patterns compared 
to the base metal. Two reasons can account for this observation. Firstly, diffusion and segregation 
of oxygen into the existing TiOx layer and annealing of the same, might result in an increase of TiOx 

peak intensity. Secondly, in the coexistence region with ß-Ti (Figure 14b), oxygen from titanium 

particles that already have been transformed to ß-Ti diffuses to the remaining a-Ti, which has a 

higher oxygen solubility, resulting in an increase of the TiOx contribution to the a-Ti diffraction 

150 200 

Temperature, (°C) 

250 

Figure 13. Evolution of a-Ti diffraction peak positions with temperature measured at a position of x = 2 mm with 
respect to the weld (squares: (102), circles: (002), triangles: (10l)). Plotted is the difference A(hkl) between the OCAR 
(hkl) peak position at temperature and the a-Ti base metal (hkl) peak position at room temperature. Temperature 
information were extracted from the simplified heat flow model. 
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peaks. Additionally, a distinction of TiOx, and TiO^ diffraction peaks (Figure 15) as previously 
reported12 is possible at this state of annealing and grain growth of a-Ti. An aRG diffraction 
domain thickness of about 300 nm was estimated from single 'spike' width obtained from a least- 
squares fit of several Gaussian function to one Bragg peak (Figure 15). Due to the limited number 
of data points, peak widths (5 in number) were refined to vary the same plus two extra peaks for 
TiOxl and TiO^ shoulders. 
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Figure 14. (a) SRXRD map highlighting the locations at which the aRG pattern was observed in the vicinity of the 
HAZ during welding. Black bars inside the HAZ denotes regions of a+ ß coexistence. Dotted line indicates aRG and 
(XBT coexistence zone (see text), (b) The corresponding diffraction pattern. Inset shows an enhanced TiOx shoulder 
together with a ßi. (110) peak due to contribution of ß-Ti. 

The ß and ßL patterns: location and associated microstructure. The locations at which 
the ß and ßL pattern were observed are plotted in Figure 16a. The corresponding diffraction 
pattern is shown in Figure 16b. At temperatures above the 915 °C a -» ß phase transformation 
isotherm ß-Ti becomes the thermodynamically more stable titanium phase. In the vicinity -2.0 mm 
of the liquid weld pool and on the backside (cooler end) of the HAZ, 'pure' ß-Ti diffraction 
patterns are observed (Figure 16). Further out in the cooler region but still in the HAZ, a large 
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a + ß coexistence region can be found ahead of the liquid weld pool, whereas this region appears to 
narrow with increasing x. The transformation kinetics (hence mechanism) on the leading side of the 
liquid pool with thermal gradients ~ 100 K/mm may be very different from that of the cooler edge 
which may has a lower thermal gradient. Such difference in kinetics is largely responsible for the 
variation in spatial extent of the a + ß coexistence regions in the HAZ19. 

Large, well crystallized ß-Ti domains in the hot region of the HAZ lead to strong and very 
narrow diffraction peaks (Figure 16b). Splitting within a given diffraction peak similar to those 
discussed for the aRG pattern is observed. Since the ß-Ti grains seem to grow larger than a-Ti 
grains particularly in the hot region of the HAZ near the weld pool, generally only one or two 
'spikes' can be observed with occasional disappearance of all diffraction peaks. Similar to the base 
metal a-Ti patterns, the ß-Ti patterns also show a preferred orientation in the diffraction patterns. 
On the average, most patterns showing a strong (110) peak and only a weak or no (200) peak can 
be found in the experimental data. This might be inherited from the preferred orientation of the cc- 
Ti phase in (002) direction. In the a -^ ß phase transformation the most densely packed hep layer 
(basal plane (002)) in a titanium becomes the most densely packed layer in the ß titanium bec 
structure leading to a preferred orientation of large ß grains in the (110) direction of the cubic ß-Ti 
lattice. Furthermore, the size of ß diffraction domains in the cooler part of the HAZ following the 
phase transformation amounts to ca. 300 nm as calculated from diffraction peak width obtained 
from profile refinement to a multiplet (200) peak. This value is in good agreement with the 
diffraction domain size of aRG-Ti prior to phase transformation, and gives credence to the 
supposition that the entire a-Ti grain transforms to ß-Ti and retains its grain size upon phase 
transformation. This corroborates the idea of maintaining the most dense layer in hep a-Ti and bec 
ß-Ti upon transformation as cause for the observed texture in ß-Ti. 

35.2 35.6 36.0 36.4 

Diffraction angle 2e, (deg.) 

Figure 15. Profile refinement of a-Ti (002) peak in an aRG diffraction pattern. Splitting of a single (002) Bragg peak 
is due to the scattering geometry used. Additional contribution of two different TiO* phases to a low angle shoulder is 
indicated. The five narrow peaks (with same refined peak width) are attributed to at least five large domains in a-Ti 
diffracting into the photodiode. 
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In addition to diffraction patterns that exhibit strong ß-Ti peaks, a low intensity (110) ßL 

peak is also observed, usually in coexistence with the aRG pattern (Figure 14). The ßL pattern 
extends over a considerably long range in the y direction. The underlying microstructures that 
belong to locations on the map showing ßL diffraction patterns have to be divided into two 
different phases. Diffraction data taken below a straight line drawn from the maximum of the 915 
°C isotherm in y parallel to x (Figure 16) belong to residual ß-Ti that was not completely back 
transformed to a-Ti. This residual ß-Ti stems from region in the HAZ were the phase 
transformation temperature was exceeded. The ratio of integrated intensities of (110) ßL peak and 
(002) aBT peak amounts to ca. 0.1. In contrast, (110) ßL peaks measured above the maximum of 
the 915 °C isotherm in y correspond to a-Ti that had already started but did not completely 
transform to ß-Ti. The early onset of the transformation can be explained by a slightly lowered a 
-> ß transformation temperature in the vicinity of bcc nucleation sites within the material or due to 
impurities in the titanium19. 

The CCUT pattern: location and associated microstructure. The locations at which the ocBT 

pattern was observed are plotted in Figure 17(a). The corresponding diffraction pattern is shown in 
Figure 17(b). This new ccBT pattern is found behind the "ß-pattern" region and outside the HAZ, 
and is associated with a new microstructure of a-Ti. This pattern corresponds to a-Ti that has 
been back transformed from ß-Ti formed in the HAZ around the weld. Compared to the aRG and 
the ß pattern, the aBT pattern shows no multiple diffraction line and the line width is in the same 
range as the aAR pattern. The size of aBT phase diffraction domains amounts to about 100 nm as 
obtained from the Scherrer formula. Since the aBT phase stems from large ß grains in the HAZ, it 
implies that the size of the ß-Ti diffraction domains is not retained upon back transformation to a- 
Ti. This in turn suggests that large ß domains break up into smaller a-Ti domains during the back 
transformation. 

Another characteristic of the aBT pattern is the absence of a distinct low angle shoulder due to 
contributions of TiOx. This corroborates the assumption that TiOx diffraction peaks originated 
from surface oxidized base metal or oxygen impurities rather than oxidation of the metal during 
welding. The a ^ ß phase transformation results in oxygen diffusion from the forming ß-Ti grains 
to remaining a-Ti base metal grains owing to a higher solubility of oxygen in a-Ti. Therefore, ß -» 
a back transformation affords low oxygen a-Ti that shows no distinct contribution of TiOx. This 
region stems from the a + ß coexistence region in the HAZ (y = 9 to 10 mm) that results in a 
mixed zone upon ß -» a back transformation containing a-Ti that has never been transformed to 
ß-Ti and back transformed a-Ti. Diffraction patterns belonging to this coexistence region can be 
identified by the occurrence of a low angle TiOx shoulder together with a distinct (101) preferred 
orientation and the presence of (100) and (110) a-Ti peaks. Figure 18 shows a comparison of a 
aBT diffraction pattern and a coexistence pattern. A low angle shoulder can be seen at the (002) 
peak of the coexistence pattern, whereas the strong (101) peak in both the coexistence and the aBT 

pattern exhibits a symmetric profile without a low angle shoulder. Additionally, the aBT pattern 
exhibits low ß (110) peak due to residual amounts of ß-Ti behind the HAZ of the weld. 

CONCLUDING REMARKS 

We have described synchrotron techniques that extend our experimental capability to probe 
materials processing in both the time domain and spatial regime. In the case of solid combustion 
syntheses of TaC and Ta2C, the chemical dynamics of the combustion front has been elucidated 
with a time-resolution of 50 ms time frames by monitoring x-ray diffraction patterns of the 
reactants and products with synchrotron radiation.  The synthesis of TaC from a stoichiometric 
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Figure 16. (a) SRXRD map highlighting the locations at which the ß and ßL pattern was observed in the vicinity of 
the HAZ during welding, (b) The corresponding ß-Ti diffraction pattern. 

303 



i  '  I  '  I  '  I  '  I  ■  i  '  /  '  i  '  i  '  i  '  i   ' _L 
°BT + "RG coexistence 

x[mm] 
i i |  i i I     I i 11 11 111 11 11 11 l 

(1U1) 1      ' 
3000 — - 

c 
o 
,0, 2000 

-   (b) tn c 
£ 

:                (0C 2) - 

[                      ' ■ ,- 

P. (100) 34          36          38 
c 1000 28 

,(102) 

I i   i   i   i   I   i   i   i   i   I   i   i   i   i  I 

35 40 45 50 55 

Diffraction angle 2e, (deg.) 
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Figure 18. Comparison of <XBT pattern from a-Ti back transformed from HAZ ß-Ti and a pattern from the boundary 
between <XBT + OCRG regions. Indicated by arrows are residual amounts of ß-Ti (ßL (110)) in the OCBT pattern and a low 
angle shoulder due to TiO, contribution to aRG pattern. 
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1:1 mixture of Ta and C is preceded by the formation of Ta2C, the concentration of which 
decreases with time as the diffusion controlled process proceeds to completion. Formation of 
Ta2C from a 2:1 mixture of Ta and C occurs almost immediately with no indication of any other 
products. These results clearly demonstrate the usefulness of the TRXRD technique using intense 
synchrotron radiation to monitor phase transformation and high temperature solid state processes 
down to the milliseconds time regime not readily possible with conventional means. 

The SRXRD results for Ti fusion welds illustrate the ability to map solid-state phases and 
their boundaries with sub-millimeter spatial resolution (-200 urn) during materials processing at 
temperature and in real time. Spatially resolved and dynamic structural information of this sort, 
not readily obtainable with either conventional structural techniques (due to their ex-situ and post- 
mortem nature) or simple heat flow calculations11,19, must be taken into account for qualitative 
understanding and quantitative modeling of phase transformation kinetics and microstructural 
evolution in systems under highly non-isothermal conditions30. Improved methods such as a 
smaller beam spot emitted from 3rd generation synchrotron sources, better mechanical stability 
(tighter scattering geometry) and use of an areal detector would enable more quantitative structural 
information for future materials dynamic studies. 
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DEVELOPMENT AND PROPERTIES OF e-MARTENSITE 
IN Co-Cr-Mo ALLOYS 
FOR BIOMATERIALS APPLICATIONS 

Hugo F. Lopez, Armando Saldivar, and P. Huang 
Materials Department, University of Wisconsin-Milwaukee 
P.O. Box 784, Milwaukee, WI 53201 

ABSTRACT 

This work is related to the FCC -» HCP transformation exhibited by Co-base alloys. In particular it is 
known that the transformation occurs martensitically by either; (a) athermal, (b) isothermal, or (c) a strain 
induced transformation. The mechanisms involved are not exactly the same in each case, and the formation of 
e-martensite can develop various morphologies. Nevertheless, in all of the modes of transformation, the 
nucleation stage seems to control the FCC -»HCP transformation rates. 

INTRODUCTION 

Human hip joints consist essentially of a ball and a socket coupling, with the socket (or 
acetabulum) being located on the pelvis and the ball (or head of the femur) being connected to 
the femur. Typical joint failures are often due to accidents, which are very common in elders, or 
to degenerative processes such as osteoarthritis or rheumatoid arthritis. In these cases, both joint 
components must be replaced. There are two two main types of total hip prostheses; (i) both 
components are made of a metallic alloy, and (ii) the acetabular component is made up of 
ultrahigh molecular weight polyethylene (UHMWPE), with the femoral component being a 
metallic alloy. (1) 

Cobalt base (Co-Cr-Mo-C) alloys have been widely used in the manufacture of these 
orthopedic implants, owing to their excellent biocompatibility, mechanical properties, and wear 
and corrosion resistance (2-4). However, it has been found that the wear debris produced at the 
wearing interfaces often leads to a substantial reduction in the mechanical stability of prostheses, 
and to the eventual failure of the inserted implants. (5). It is known that the mechanical 
properties of wrought forms of Co-based alloys are significantly superior to the same alloys in 
the as-cast condition (6, 7). In addition, in both types of metallurgical conditions, the alloy 
properties are further improved through appropriate heat treatments (8). Nevertheless, the 
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tribological properties of hip implants are directly related to the microstructural features of the 
contacting surfaces (5,9). 

In as-cast alloys, carbide particles can cause acceleration of the rate of wear of the 
UHMWPE acetabular cup. Moreover, the wear rates of both, the acetabular cup and the metallic 
femur can be enhanced by a three-body wear process caused by the separation of carbide 
particles from the metallic matrix. (10). In an attempt to improve the wear properties of cobalt, 
Buckley and Johnson, (U.) investigated the tribological behavior of single-crystal metals using 
metal-on-metal wear tests. Their results indicated that hexagonal close packed (HCP) crystal 
structures give rise to relatively low friction coefficients and reduced wear rates when compared 
with face centered cubic (FCC) metals. (12). 

Co-Cr-Mo-C alloys, exhibit two allotropic forms, the HCP phase which is 
thermodynamically stable at room or human temperature and the FCC phase, which becomes 
stable at elevated temperatures. However, the HCP form is difficult to generate under normal 
cooling conditions, and in most Co-based alloys the FCC structure is retained at room 
temperature (8,13). Accordingly, the FCC -»HCP phase transformation is sluggish due to the 
limited chemical driving forces available at the transformation temperature. In pure Co the 
transformation takes place at 417°C by a difusionless, martensitic transformation (14), but in the 
Co-27Cr-5Mo-0.05C wrought alloy, the Cr and Mo expand the HCP field, and the 
transformation temperature increases to near 970°C (151. 

The HCP phase resulting from this martensitic reaction is known as e-martensite. The 
metastable FCC phase can transform to HCP by plastic deformation (strain induced 
transformation, SIT). However the transformation does not exceed 80-90% due to premature 
fracture (10, 12). The amount of HCP formed during quenching from temperatures above the 
equilibrium temperature (athermal mechanism) is usually <25% (8,15.16). Recent experimental 
results have shown that the metastable FCC phase can fully transform through isothermal aging 
at temperatures between 650 and 950°C. (15,16). In the present work, the various modes of 
FCC -> HCP martenstic transformation (athermal, isothermal and strain induced) exhibited by a 
wrought Co-27Cr-5Mo-0.05C FCC =>HCP were investigated. 

EXPERIMENTAL PROCEDURE 

A commercially available wrought low carbon Co-Cr-Mo alloy bar (equivalent to ASTM 
F-799) of 0.625 inches in diameter was used in this work. The chemical composition of the alloy 
(wt. %) as determined by spark emission spectroscopy is given in Table I. 

Table 1 . Chemical composition of cobalt alloy (wt.%) 
1      Mo      I      Ni       f       C       I      Mn Cr 

28.90 5.60 0.21 0.05 0.79 
Si 

0.49 
Fe 

0.17 
Co 

Balance 

Athermal transformation 

Small samples of the as-received alloy were subjected to solution heat treatments at 
temperatures ranging from 1000 to 1250°C. The samples were water quenched at 1 hour 
intervals. Heat treatments were performed using a high temperature tubular furnace and an inert 
Ar gas atmosphere (sequence I-II-IIIb, Figure 1). 
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Figure 1. Schematic representation of the thermal cycles employed in the present work to study the 
FCC -» HCP phase transformation in a Co-27Cr-5Mo-0.05C alloy. 

Isothermal transformation 

The kinetics of the isothermal martensitic transformation was followed in-situ, as shown 
schematically in the thermal cycle of Figure 1, sequences I-II-IIIa-IV. The experiments were 
carried out, using 0.5 mm-thick samples, inside an Anton Paar high temperature chamber 
adapted to a PHILIPS X-Ray diffractometer.1 The specimen and the Pt heating element were 
protected against oxidation using an Ar gas inert atmosphere inside the high-temperature 
chamber. The Pt heating element also acted as the specimen holder during the X-ray diffraction 
measurements. The temperature was measured and controlled within ± 2°C using a Pt/Pt-10Rh 
thermocouple spot welded to the back of the filament. The thermal cycle consisted of (1) heating 
to 1150°C at a rate of 50°C/min, (2) soaking for 1 hour at 1150°C, (3) cooling at 50°C/min to 
aging temperatures in the range of 650 to 950°C and (4) isothermal aging. The microstructural 
changes that occurred in each sample were followed in-situ using X-ray diffraction patterns as a 
function of time, during isothermal aging (up to 24 hours). This was followed by rapid alloy 
cooling to room temperature. 

Strain-induced transformation 

Compression and hardness tests (Rockwell C) were carried out in both as received and 
heat treated specimens, (dotted line in Figure 1). A Satec universal testing machine was 

' PHILIPS is a trademark of Philips Instruments Corp., Mahwah, NJ. 
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employed for compression testing of 10 mm diameter specimens with an aspect ratio of 1:5. The 
extents of plastic deformation were systematically varied for specimens of a given grain size. 
Engineering strains of 0.0, 0.095, 0.251 and 0.295 corresponding to no deformation, yielding, 
fracture yielding and post fracture respectively, were externally implemented in the as received 
alloy. 

Microstructural characterization 

The main microstructural change detected by X-ray diffraction was the allotropic 
FCC(metastable) -»HCP transformation. The relative amounts of transformed HCP (fHC?) and 
untransformed FCC (f¥CC) phases were estimated by measuring the integrated intensities of the 
(200)FCC and (lOll)HCP X-ray diffraction peaks (IFCC200 and IHCP1011, respectively). The 
weight fraction of the HCP phase was calculated using the expression, developed by Sage and 
Gillaud:(17) 

/^(wt.pct)= '°" (1) 
1 10ll  Tl.JiOT 

The specimen surfaces were prepared metallographically and X-ray diffraction patterns 
were measured using CuAxx radiation (k =1.54184 A). Scans (26) were carried out between 40 
and 55° (20), a range suitable for determining the integrated intensities of the diffraction peaks 
required by Sage and Gillaud method (17). The microstructure of the heat treated and deformed 
specimens was characterized using standard metallographic techniques on a reflected-light 
metallographic microscope and a 30-kV scanning electron microscope. 

RESULTS AND DISCUSION 

Homogenization of the FCC structure 

X-ray diffraction patterns of the Co-27Cr-5Mo-0.05C alloy before, and during the 
homogenization heat treatment are shown in Figure 2. 

The diffraction pattern of the as-received alloy at room temperature indicates the presence 
of some residual HCP phase, with FCC as the predominant phase. Notice that at the 
homogenization temperature, the height of the FCC diffraction peaks increases during the heat 
treatment while the HCP peaks decrease in height. After 1 hour of treatment total extinction of 
HCP phase is achieved. Considering that the FCC phase is stable at 1150°C, the 1 hour soaking 
treatment is long enough to homogenize the structure. This treatment guaranteed that only the 
FCC phase is present before the athermal or isothermal transformation. 

In the as received condition, the grain structure was equiaxed with an average grain size 
(d) of 3 urn. The homogenization treatment promotes normal grain growth, and various grain 
sizes were obtained depending on the heat treatment conditions. As a result of increasing grain 
sizes the alloy hardness consistently decreases as shown in Figure 3. 

Athermal martensitic transformation 

The athermal transformation occurs when the material is quenched at room temperature 
after the homogenization heat treatment, (Illb in Figure 1). The quenched samples exhibit an 
equiaxed grain structure with annealing twins. These samples are mostly FCC although they 
contain variable amounts of HCP phase. 
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When the samples were quenched from temperatures above 1125°C, the microstructure 
showed a series of bands composed of parallel arrangements of fine straight intragranular 
striations within the FCC grains as shown Figure 4. Yang and Wayman (18) found that the 
formation of these kinds of triangular arrays of striations (as in the present case) are typical laths 
of martensite with a (111) habit plane for the austenitic parent phase. Apparently, this martensite 
is often initiated along annealing twin boundaries, as shown in Figure 4. Once the initial laths 
are developed, numerous fine parallel, secondary martensite units are found to nucleate along 
sides of the former ones. 

(111) FCC 

0) 
ss 
c 
3 

£■ 
a 

(200) FCC 

T=1150°C-1hr 

J 

(200) FCC 

T=25 °C 

26 

Figure 2.  X-ray diffraction patterns showing the effect of the homogenization heat treatment on the structure of a 
Co-27Cr-5Mo-0.05C alloy. 

Similar transformation markings were observed by Vander Sande et al. (8) in cast and wrought 
Co-28.5Cr-5.7Mo-2.2Ni-0.3C alloys, which were water quenched from 1230°C. The bands were 
characterized by TEM as heavily faulted martensitically transformed HCP. The origin of the 
intragranular striations was attributed to a diffusionless, martensitic phase transformation 
occurring as a result of quenching from temperatures within the FCC phase stability field. 
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Figure 4. Photomicrograph showing the microstructure of a quenched specimen. 
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The HCP stacking sequence is produced by the generation of intrinsic stacking faults on 
each second (111) FCC plane. Due to the thermodynamic features of this transformation, the 
athermal transformation is incomplete, resulting in the retention of metastable FCC phase bands 
of few planes in thickness, inside the athermal HCP martensite. Olson and Cohen have suggested 
(19) that the local high energy of structural defects required for martensitic embryo formation 
can persist and even be created during high temperature annealing. Thus, increasing the solution 
temperature would increase the number of possible nucleation sites of the transformation of the 
FCC equilibrium phase before the material is quenched to room temperature. As a result, the 
amount of HCP phase formed during quenching would increase. Figure 5 shows that rising the 
solution temperature increases the amount of athermal martensite formed on quenching. 

1050 1100 1150 1200 

Temperature (°C) 

1260 1300 

Figure 5. Effect of solution temperature on the amount of HCP athermal martensite formed in a quenched Co-27Cr- 
5MO-0.05C alloy. 

Strain induced HCP martensite 

Systematic plastic straining of the as-received and heat treated alloys to various extents was 
followed by estimations of /HCP martensite SIT e-martensite for a given amount of plastic 
deformation. Accordingly, the/HCp induced by the various grades of applied plastic straining 
and the effect of grain size are shown in Fig. 6a.and 6b. Moreover, Figure 7, shows the 
development of numerous parallel striations with various orientations intersecting stacking fault 
of anneal twin interfaces in the plastically deformed heat treated Co-alloy (J=117 \im). 
According to the literature, plastic straining of Co-alloys can result in significant work hardening 
through the development of twins or SIT e-martensite (19-21). 

The SIT mechanisms thus far proposed (19.22) suggest that the stacking fault 
intersections make the largest contribution to the exhibited work hardening behavior. These 
intersections have been considered as some kind of dislocation dipoles whose high strain fields 
impede the motion of slip dislocations (23). Shear band intersections have been established as 
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Figure 6. Volume fraction of HCP phase and alloy hardness in a) the as-received Co-alloy (rf=3 (im), and b) heat 
treated Co-alloy (d=\ 17 urn) as a function of applied plastic compressive strain. 
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the predominant sites for the strain induced nucleation of a-martensite (24). Among these works, 
a simplified expresion (24) has been employed to explain the expected sigmoidal behavior or the 
volume fraction of SIT martensite /Hcpas a function of the amount of plastic straining. 

/HCP=l-exp{-fez} (2) 

where e is the true plastic strain, k, z are experimentally determined material constants. Saldivar 
(15) and Salinas (10) found that the/HCp values predicted by this equation during compressive 
plastic straining for the same Co-base alloy used in this work are in good agreement with the 
experimental/HCP determinations. The values that Salinas found were z = 2 with k strongly 
dependent on grain size d (i.e.,/Hcp is inversely related d for a fixed amount of plastic strain e). 
Apparently, in fine grained alloys, relatively small amounts of plastic straining are able to trigger 
the formation of relatively large volume fractions of e-martensite. Although it is not clear how 
this can be accomplished, it seems that the development of strain induced hep-embryos is 
favored by the homogeneous nature of the deformation and the high level of alloy stressing. 

The dynamic FCC to HCP transformation that occurs during plastic deformation 
significantly modifies the microstructural evolution and hence, the material flow and strain- 
hardening properties. From a microstructural viewpoint, the strain-induced phase transformation 
(SIT) found in the present alloy is characterized by the extensive development of intragranular 
striations. Salinas (10) found that the active micro-mechanisms during plastic deformation give 
rise to large strain hardening rates during tensile testing. As a result, the development of 
macroscopic flow instabilities, such as necking during tensile testing is delayed of inhibited and 
the material is capable of deforming uniformly up the point of fracture. 

Isothermal martensitic transformation 

Figure 8 shows the X-ray diffraction patterns measured in-situ during isothermal aging of 
the Co-27Cr-5Mo-0.05C alloy cooled to 800°C at 50°C/min from 1150°C. Notice that the 
relative intensities of the (200) and (111) FCC diffraction peaks decrease as a function of time, 

Figure 7.  Optical micrograph of a heat treated Co-Cr-Mo -C alloy (rf=117 |im) as a function of applied plastic 
compressive strain (0.195 plastic straining). 
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Figure 8. High temperature X-ray diffraction patterns measured in-situ during the isothermal aging of Co-27Cr- 
5Mo-0.05C heat treated during lh at 1150°C and then cooled to 800°C. 

concurrent with an increase in the relative intensities of the (lOlO), (0002) and (10 Tl) HCP 
diffraction peaks. In particular, notice that cooling from 1150°C to 800°C causes a significant 
shift of the (111) and (200) FCC diffraction peaks to larger 29 values. This in turn suggests that 
thermal contraction of the crystal lattice occurs normal to the reflecting planes as a result of 
cooling. 

Figure 9 shows the transformation-time curves obtained for alloy aging in the range of 650 
to 950°C. Notice that progress of the transformation follows a sigmoidal dependency, and this 
behavior is independent of temperature. The kinetic data for aging temperatures between 650 
and 950°C is plotted in the form of an isothermal TTT diagram obtained from the 
transformation-time curves measured in-situ (see Figure 10). The start of the transformation 
requires only about 5 minutes at temperatures in the range of 800 to 850°C, completing the 
transformation in less than 1 hour. Aging treatments outside this temperature range cause a 
significant variation in the rates of transformation. These observations indicate that the main 
driving force for the isothermal martensitic transformation is the activation energy for martensite 
nucleation. In the isothermal martensitic transformation, the growth process is extremely fast, 
with each martensite plate reaching its final size in fractions of a second. The transformation 
continues to take place through the nucleation of new plates, and not through the growth of pre- 
existent nuclei. Accordingly, the reaction kinetics is controlled by the nucleation rates, and by 
the final size of the martensite plates. 
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Figure 9. Transformation-time curves for the isothermal aging of Co-27Cr-5Mo-0.05C alloy, homogenized during 
lh at 1150°C and aged at the indicated temperatures. 
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Figure 10. Transformation-temperature-time diagram for the isothermal FCC(metastable) -» HCP transformation 
in Co-27Cr-5Mo-0.05C alloy, homogenized during lh at 1150°C. Material directly cooled from 1150°C to the aging 
temperature. The amount of HCP phase was measured in-situ by high temperature X-ray diffraction. 
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The evolution of the microstructure, during isothermal aging at 800°C, for a series of 
samples homogenized at 1150°C is illustrated in Figure 11. Notice that isothermal aging causes 
the progressive formation on a new, two-phase microstructure. Figure 12 shows two SEM 
photomicrographs illustrating the morphology of the new microstructure, produced after 
isothermal aging at 800°C at 3, and 10 hours, respectively. The HCP product phase consists of 
colonies of very fine, uniformly oriented, discontinuous lamellae resembling a pearlitic-type 
microstructure. 

Figure 12(a) shows that during the early stages of aging, the HCP phase formed at the 
FCC twin-grain boundary intersections. Figure 12(b) shows that a grain boundary-nucleated 
HCP phase does not continue to grow further with increasing aging time, so the transformation 
proceeds by continuous nucleation of HCP lamellae. At a first glance, the "pearlite-like" 
morphology of the HCP product phase and the sigmoidal kinetics suggest that the transformation 
follows the classical Cahn and Hagel model for austenite decomposition in steel (25). However, 
the microstructural evidence does not support this interpretation. 

Instead, the model proposed by Cong Dahn et al. (26) to describe the kinetic behavior of 
the FCC-> HCP transformation observed during isothermal aging of Co-27Cr-5Mo-0.25C alloy 
powders seems to be more appropriate. In their work, the sigmoidal shape of the transformation 
curves can be ascribed to the thermal activation nature of the martensitic nucleation. Under these 
conditions, the rate-limiting stage was assumed to be the thermally activated motion of Shockley 
partial dislocations and their interaction with solute clusters. 

Thermodynamics and kinetics of the FCC-> HCP isothermal transformation 

The temperature dependance of the chemical free energy for the FCC-> HCP 
transformation is given as 

Figure 12.   Effect of aging at 800°C on the microstructure of Co-27Cr-5Mo-0.05C water quenched after lh at 
1150°C (SEM photomicrographs): (a) 3h, (b) 24 h. 
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AG FCC^ HCP = AH FCC^ HCP-TAS FCC^ HCP (3) 

Free energy data for FCC-» HCP transformation in this alloy system is not readily 
available in the literature. Hence, Cong Dahn et al. estimated the equilibrium transformation 
temperature for a Co-27Cr-5Mo-0.25C alloy using the enthalpy, AH FC<^HCPfor pure Co. Hence, 
in this work, the value of AH FCC^ HCP used was estimated from the equilibrium temperature (T= 
970°C) determined by Saldivar (15). Moreover, the entropy change can be given by: (20.211 

8      Av    dT ^ ' 
where: 
dy 

1) — = temperature derivative of the stacking fault energy. This value was taken from 

Ericson's data (20) on the temperature dependence of stacking fault energy for FCC Co, dy/dT = 
0.21 egs/cm2-K 
2) a = FCC lattice parameter. This value was experimentally determined in the present work 
at 980°C, from in-situ X-ray diffraction studies, a FCC (980°C) = 3.618 A. 
3) N AV = Avogadro's number 

Thus, the value of ASFCC^HCP = -0.11 cal/mol-K, and AHFCC^HCP = -136.73 cal/mol 
Thus, the final expression for the Gibbs free enthalpy becomes: 

AG FCC->HCF= .136.73 + 0.11 T (5) 

Based on the work of Cong et al.(26) on isothermal transformations of Co-base powders, a 
similar procedure was applied here in order to estimate the activation energy and other kinetic 
parameters for the in-situ isothermal transformation study. 

Pati (27) and Magee (28) found that the activation energy (g) for isothermal martensitic 
nucleation is linearly related to the transformation free-energy (AG) according to the relation: 

Q = A + BAG (6) 

Where A and B are constants. If this linear relation of Q(AG) is obeyed, the transformation rate 
can be given by: 

df      i/ — = «Kvexp 
dt v 

(-Q 
W\ (7) 

where: 
/= volume fraction of martensite 
n = density of nucleation sites  (106 cm"3 taken form Magee,28) 
v = nucleation attempt frequency (1011 s"1 taken from Magee, 28) 
R = universal gas constant 
T = absolute temperature 
V= instantaneous mean martensite plate volume. 

The Kvalue was calculated using Fullman's formulation (29). As shown in equation 8. 

v- *2f 

where: 
E = average of the reciprocal length of martensite plates as measured on a random cross-section. 
A^ = number of plates per unit area. 

320 



1.0E+10 

1.0E+06 

Figure 13. Nucleation rate as a function of temperature  for the FCC-» HCP  isothermal transformation in a Co- 
27Cr-5Mo-0.05C alloy. 
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Figure 14.  Linear dependence of the activation energy Q, experimentally estimated from the Gibbs free enthalpy 
change, during the FCC-> HCP isothermal martensitic transformation in a Co-27Cr-5Mo-0.05C alloy. 
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Based on this equation the nucleation rate per unit volume is given as 
_NV _S(ENA) 

^o.oi=— =—T.  (9) 
'o.oi        n 'O.Ol 

where: 
1) Nv = number of martensite plates per unit volume. It was established from metallographic 

evaluations in the SEM that in samples with <5% HCP phase there are 9.375xl06 

plates/cm2 

2) E = average of the reciprocal length of the martensite plates as measured on a random cross- 
section. This value was measured in the same way as M>. =12,422 cm"1 

3) t o.oi= time to produce 1% martensite. This value was obtained from the temperature-time- 
transformation results, as those shown in Figure 9. 

The experimental values of N0.oi for various temperatures are plotted in Figure 13. A C- 
curve kinetic behavior is observed with a maximum nucleation rate in the temperature range of 
840 to 870°C. This figure shows that the nucleation rate increases from zero to a maximum 
value and then decreases with temperature. At higher temperatures, the critical embryo sizes for 
stable configuration become too large, and few can be formed, even when the atomic mobility is 
relatively high. Lowering the temperatures, results in a size reduction for the critical nuclei, but 
the atomic displacements are also reduced. At low undercoolings, the decreasing critical nuclei 
sizes combined with the increasing driving force easily offset the reduced atomic mobility, 
leading to increasing nucleation rates. 

Assuming a constant nucleation rate up to/=0.01, and knowing the values of No.oi, the 
activation energy may be calculated from the relation: 

Q = -RT In (10) 

In the study of Adler and Olson (30), on the FCC-» HCP transformation exhibited in Pu- 
Ga and Pu-Al, the Olson-Cohen (24) model was employed. It was found that the relation Q vs. 
AG follows a linear behavior only in the temperature range where corresponding to the 
maximum value of the kinetic curve, (nose of the C-curve) to the equilibrium temperature. In the 
present case, from 850 to near 970°C, as is shown (Figure 14) that the experimental results adjust 
to a linear relation, with the equation constants given by A= 4.039x10"12 ergs and B= 1.824x10"20 

cm3. 
Cong et al (26) demonstrated the applicability of the model proposed by Olson-Cohen (24) 

for the isothermal martensitic transformation. An important aspect of their model is the 
formation of a martensitic embryo by a faulting process derived from a group of already existing 
dislocations which happen to be properly spaced. It is suggested that the critical condition for the 
spontaneous formation of an embryo occurs when the fault energy is close to zero. The very low 
stacking fault energy in the present alloy system lends some physical support to the concept of a 
HCP embryo, as the probability of the formation of a HCP nucleus increases as the fault energy 
decreases. Olson and Cohen assumed that the thermally activated motion of the partial 
dislocations bounding the fault is rate limiting, giving rise to the following expression for 
Q(AG): 

Q = Qo + 
r ö+ÄnnA Estr +22Än} 
. b nb   j 

V   + 
Ann 'A.-.,* \Ärzchem 

v   ]AGcnem (ii) 

where: 
pA = density of atoms in a closed packed plane, (111)FCC of (0001)HCP. 

This value was calculated in 2.9717xl09 mol/cm2 
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E?'r = coherency strain energy. = 42 J/mol 9 (taken from Olson-Cohen, 24) 
b = Burgers vector (1/6 <112> type) = 1.463 A. 
a = FCC/HCP interfacial energy.= 10 erg/ cm2 (from Lecroisey and Pineau, 31) 
An = number of planes transformed per dislocation, An = 2 in FCC—> HCP 
T = athermal resistance to dislocation motion. i = 0 in heat treated alloys. (26) 
n = number of transformed compact planes in a formed by dislocations embryo. 

Rajan found that this value is n = 10. (23) 
v* = activation volume for the motion of partial dislocations 
Qo= activation energy for dislocation motion in the absence of and applied strain. 

Notice that equation. 11 is a straight line equation, and is equivalent to Eq. 6. Hence, from 
the knowledge of A and B constants, and the values of the parameters of Eq. 11, it is possible to 
estimate the values of v* and Qo: 

v* = 6.32xl0-21cm3 = 537Q 
ßo= 1.233x10-12 erg = 0.77 eV 

The go value found is consistent with that reported by Cong, Mophy and Rajan (26), (0.6 
eV). This go is a measure of the activation energy needed for the motion of partial dislocations. 
The activation energy for dislocation motion is =\ eV; which is close to the go value estimated in 
this work of 0.77 eV. This in turn indicates that the thermally activated motion of partial 
dislocations bounding the fault embryo is indeed the rate limiting step. In fact as supported by 
TEM observations of Rajan, the slow growth of stacking faults and hence the motion of 
Shockely partials is rate limiting. 

The value of the activation volume (v*y is closely related to the nature of dislocation- 
obstacle interactions. As noted by Magee (28) a larger activation volume indicates a mechanism 
of long range interactions. The activation volume (v*) calculated by Cong, Morphy and Rajan 
(26) was v* = 48 Q, which corresponds to a short range interactions mechanism. At first sight, 
the value of v* = 537 Q, seems too large and should be related to long range interactions. 
However, Sato et. al., in a study on the FCC-» HCP transformation in stainless steel, suggested 
that values of activation energy as high as 500Q, may be ascribed to short range interactions. 
Sato et. al., suggested that the transformation rate of the FCC-> HCP transformation is 
controlled by the interaction between Shockley partials and short range obstacles. Alternatively, 
Cong, Morphy and Rajan (26) argue that partial dislocations experiment short range interactions 
mainly with stacking fault intersections and solute clusters. 
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Abstract 

The diffuse x-ray scattering of C113AU has been studied utilizing contrast vari- 
ation by resonant scattering. The data has been analyzed in view of separating 
(i) individual atomic pair-displacements and (ii) to distinguish mere size-effects 
from those due to charge transfer. A particularly interesting aspect of the latter 
approach is that higher order correlations related to charge transfer such as Fermi- 
surface effects can also be revealed in the pattern of displacement scattering. 

INTRODUCTION 

During the past decades many extensive diffuse scattering studies have been per- 
formed to reveal the short-range order in binary alloys, and quite a few of them are 
particularly related to the local order in disordered Cu-Au alloys [l]-[6]. Several meth- 
ods to analyze the diffuse scattering data have been developed, essentially based on 
a Fourier-analysis of scattering data from a large volume in reciprocal space [7]-[12]. 
While lattice symmetry properties immediately separate short-range order correlation 
(i.e. correlations in occupational fluctuations) from static displacement scattering (cor- 
relations that involve static positional fluctuations) the individual species dependent 
pair displacements can only be determined separately by a variation of the scattering 
contrast between the alloying elements. In principle, for x-rays this can be achieved 
just by the atomic form factor dependence on the scattering vector, whereas in practice 
an additional contrast variation by using x-rays and neutrons or utilizing the resonant 
scattering near absorption edges is advantageous if not necessary. Among those few 
elaborate studies that aimed to resolve such individual pair displacements, there are 
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special important results (for instance for a better understanding of the interplay be- 
tween displacements and magnetism in Invar alloys [13, 14]) and a few typical trends 
- oscillating displacements in ordering alloys, unlike pairs often have the shortest dis- 
tance, - although a better general understanding of configurational statistics of alloys 
including the displacements is a still demanding problem, and it is a goal of todays 
first-principles alloy theories. 

Here we discuss new diffuse scattering data from Cu3Au, using a single crystal 
measured in-situ at T=723 K. Instead of applying for instance the straightforward 3-A 
method[13, 14], the separation here is supported and checked by model calculations of 
the second order scattering terms, which are related to static and dynamic displace- 
ments. Further on, this will help to discuss true size effects and displacements that 
stem from charge transfer. Further details of the formalism are described in [16]. One 
reason for using the present approach is that the 3-A method is rather demanding in 
the accuracy of a sufficiently large 3-dimensional data basis. Recall that one has to 
analyze the differences of differences of weak diffuse intensities to separate individual 
pair displacements. It has also to be admitted that the present database is not as com- 
plete as the ones that have been used previously for this separation technique. New 
experimental studies on Cu3Au and CuAu are already in progress [15], and may allow a 
determination of short-range order parameters and displacement parameters with bet- 
ter precision than is possible with the present data. Nonetheless, it will be shown that 
there is sufficient information to obtain in particular the individual nearest neighbor 
displacements. From previous x-ray diffuse scattering investigations, Butler and Cohen 
[6] reported the doubtful result that the distances between neighboring copper atoms 
are larger than those between gold pairs. However, the recent extended x-ray absorption 
fine structure (EXAFS) measurements by Frenkel et al [17] yield the expected oppo- 
site result. In view of the simplicity of EXAFS measurements, it is worth pointing 
out the principal strength and the potentially extreme sensitivity of diffuse scattering 
experiments to both short-range order and displacements. 

While it is well known that the Fermi surface maybe imaged from the short-range 
order scattering - this is typical for those nearly frustrated fee alloys that are energeti- 
cally nearly degenerate and form long period ordered structures (CuAu II, Cu3Pd, ...) 
- there is no report of any influence on the displacements. It is a further aim of this 
study to see whether or not one can detect such Fermi-surface effects. 

EXPERIMENT 

The diffuse x-ray scattering measurements were performed at beam-line X-14 at 
the National Synchrotron Light Source, Brookhaven National Laboratory. The sample 
was a Cu3Au single crystal with a surface cut of (421) and a composition of 25.3 at% 
Au. During the experiment the sample was kept in an evacuated furnace under a 
Be-dome mostly at a temperature of 723 K, and some data along main symmetry 
directions have been taken also at 773 K. Three different x-ray energies were chosen, 
11909 eV (near Au L-edge at 11919 eV), 10500 eV and 8959 eV (near Cu-K edge at 8979 
eV), to achieve a favorable scattering contrast by anomalous scattering. In addition to 
calculated anomalous scattering factors[18], EXAFS-measurements were made near the 
Au L-edge and Cu K-edge for a precise determination of changes in the real part f'(E) 
using the Kramers-Kronig relation, as shown in Fig. 1. 

The incident beam flux is monitored before and after the incident beam slits. To 
analyze the scattered beam a mosaic, sagittal-focusing graphite (002) crystal was used, 
which allows the separation of the elastic signal from the resonant Raman scattering 
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Figure 1. Anomalous variation of the real part of the scattering amplitudes of Cu and Au 
for the three energies used. 

by distributing the intensity on a linear position-sensitive proportional counter[19, 20]. 
This energy analysis also reveals the Compton scattering that is removed, although it is 
almost negligibly small in the present case. The HWHM resolution of the experimental 
setup is better than 0.04 reciprocal lattice units (r.l.u.). The data were taken in the 
usual reflection mode on a four-circle diffractometer. For calibration the intensities have 
been compared to the integrated Bragg reflections of a Ni-powder reference standard. 

Then, including corrections for absorption, surface roughness and taking into ac- 
count an averaged Debye-Waller factor for Cu and Au, (u2) = 0.021 Ä at 723 if [21], the 
intensities were converted into Laue units, Itaue = c^C4"!/^" — /Q"|

2
, where cc" (cAu) 

is the atomic fration of Cu (Au) and JQ" (/Q") the complex x-ray atomic scattering 
factor of Cu (Au). 

RESULTS AND DISCUSSION 

In the following only the intensities measured along high symmetry directions are 
considered. Therefore, the database to determine short-range order parameters and 
lattice displacement parameters is restricted. Contrary to any previous work, rigor- 
ous model calculations were performed to check the steps in the data analysis of these 
parameters. The more interesting and important aspect is the deeper insight and un- 
derstanding of the experimental results that will be fruitful in future diffuse scattering 
investigations. 

Intensities along main symmetry directions 

Figure 2 displays the x-ray diffuse intensities in electron units as measured in 
the [hOO] direction showing that the particular choice of the x-ray energies yielded a 
sufficiently strong scattering contrast. Note that the resolution is sufficient so that 
the high intensities seen near the fundamental Bragg peaks (200) and (400) are still 
free from Bragg scattering and have their origin in the local disorder. Near the zone 
boundaries at (100) and (300), there are short-range order peaks. A closer look reveals 
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Figure 2. Diffuse x-ray intensities in the [hOO] direction measured at three different energies 
and normalized to electron units showing the effect of the contrast variation by anomalous 
scattering near the Cu-K edge and Au-L edge. (Lines are only guides for the eye.) 

that the short-range order peaks are strongly asymmetric which is indicative of strong 
displacements in this alloy. 

Thermal Diffuse Scattering 

Near the fundamental Bragg peaks there are large intensities that stem from ther- 
mal diffuse scattering (TDS). Within the 3-A method one uses a data set with the least 
scattering contrast fB - JA to eliminate this TDS contribution as well as other second 
order displacement terms proportional to (/)2. Here the TDS is calculated in first or- 
der approximation from experimental phonon frequencies. The phonon properties were 
established from a weighted average (by the root of masses) of the phonon frequencies 
for pure Cu[22] and Au[23]. These are found to be in agreement with the phonon mea- 
surements of Katano et a/[24] performed on disordered Cu3Au. The phonon peaks are 
rather broad and this damping has been related mainly to the large mass disorder[24]. 

One may note that the TDS, as can be seen in Fig. 3, is not the main contribution 
near the Bragg peaks. This additional scattering arises from static displacements. 

Static Displacement Fields 

The local microscopic details of displacements in alloys which we wish to analyze 
from the x-ray data are unknown. They depend on different atomic sizes, charge transfer 
and interference with short-range order, at least in the macroscopic limit. Scattering 
near the Bragg peaks is well-defined within the elastic theory by macroscopic properties, 
i. e. the bulk modulus and the change of the lattice parameter with composition[25]. 
Considering only size effects due to near neighbor forces and neglecting for instance 
further possible Coulomb interactions due to charge transfer, the local displacements 
in diluted alloys can be determined from the asymptotic decay of displacement fields 
around single defects as it is the intriguing idea of the Kanzaki force model[26]. Here 
one determines the entire static long-range displacement field in linear response of short- 
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Figure 3. Illustration of the separation of the X-ray diffuse intensities in the [hOO] direction. 
Data (solid squares) are normalized to Laue units and calculated scattering contributions are 
subtracted (open circles). Calculated intensities are thermal diffuse scattering (long dashed 
line ), asymptotic static displacement scattering to second order (Huang scattering) (dotted- 
dashed line), and to 1st order (asymmetric part of Huang scattering) (dotted line), and the 
sum of these calculated intensities (solid line). 

range forces for a given dynamical matrix (as has been used for the TDS calculation). 
Fourier transforms are deconvoluted according to 

u« *_1F (1) 

For concentrated alloys it does not make sense to distinguish between defect and host 
atoms but forces due to say Cu or Au are proportional to the occupational fluctuation 
ACR = c&} - cw (- equals to cA" (cCu) if site R is occupied with a Cu (Au) atom -) 
and likewise the displacements around the site R. 

With the constraint of the macroscopic limit there is no free parameter within the 
nearest neighbor force model. The relaxation volume VR = 3Cl(da/adcA") can be used 
to estimate the nearest neighbor force F from the fact that the asymptotic form of the 
force field in the macroscopic limit has to obey £, R; • F, = W VR (where B is the bulk 
modulus). 

The approximate description of the diffuse scattering intensity (per atom) to first 
and second order given by [16, 27]: 

IQ = cCu
C^aq|A/Q + (/Q)iQ-uq|2 (2) 

is rather appropriate for a force model which makes use of Eq. 1. Here aq denotes the 
Fourier transform of the usual Cowley-Warren short-range order parameter, AfQ and 
(fQ) represent the difference and the average of the Q-dependent atomic form factors 
respectively, Q the scattering vector, and q the reduced scattering vector. Both aq and 
the Fourier transform of the displacements uq are periodic in reciprocal space. In Eq. 2 
one assumes the linear superposition of the displacement fields. The short-range order 
itself and its effects on the arrangements of the displacements are taken into account. 
However, the local variation of the scattering factors and off-diagonal displacement 
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terms are neglected but could be included in a straightforward manner in a computer 
modeling of the local (dis-)order. In a first attempt to separate the large contribution 
near the Bragg peaks, it is sufficient to use the extrapolated short-range order intensity 
for Q = (27r/a)h ->■ 0. We used an estimate of a,_>0 = 0.25. Although there are in 
principle no more unknown parameters, because of their uncertainties we would obtain 
only a rough estimate. Therefore, a refinement of a single parameter (for all three x-ray 
energies and lattice directions) yields in [100] direction for instance: 

1U lq->0 
_     q  3 9a cu + 2 ci2 

q2 adcAu      en = -0.47- 

Figure 3 shows a typical separation of the intensity contributions. One may note the 
remarkable agreement between measured intensity and the calculated total intensity. 

This first approach gives a particular noteworthy result for the separated linear 
displacement scattering in the [100] direction. The short-range order intensity is nicely 
described by a simple Lorentzian - as related to exponentially decaying correlations. 
One recognizes that, if we take out the trivial h-dependence, the displacement intensity 
is well described by a simple analogous function, the sinus-Fourier transform of expo- 
nentially decaying displacements with a correlation length that is identical with the one 
for the short-range order, see Fig. 4. To show the reproducibility of the separation for 

2 
h in [hOO] 

Figure 4. The remaining diffuse intensity due to local disorder (solid squares, see also Fig. 3) 
is separated in parts due to symmetrical short-range order (open circles) and asymmetric 1st 
order local displacement term (open diamonds). The reproducibility of the periodic patterns of 
the displacement term is best shown after removal of the h dependence. The short-range order 
is well described by a Lorentzian, solid line. The sinus-Fourier transform of the exponential 
decay that is found for the short-range order describes the local displacement term (solid line). 

h between the (200) and (400), we have used the lattice Fourier transform, rather than 
the simple analytic expression for the continuum const (h'/K,)C(h'), where C(h') is the 
Lorentzian, with h' = h - hc centered at hc = (1,0,0), and K is the inverse correlation 
length of the short-range order. 

This indicates that in addition to the l/r2-dependence of the tails of the displace- 
ment fields due to elastic properties there is an essential local part that is ruled by 
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short-range order. In case of only mere size effects (due to nearest neighbor forces) this 
convolution with short-range order explains the typical spatial oscillations that have 
been found in real space displacement parameters for many alloys. However, two rea- 
sons exist for the exponentially decaying contribution, 1) the short-range ordering of 
mere size effects as included in the above model or 2) additional displacements due 
to charge transfer and its spatial modulations that should follow the short-range or- 
der as well. So far it is not possible to discriminate between these two contributions 
since Eq. 2 is only an approximation (where the actual scattering amplitude of the 
displaced atom is substituted by the average scattering factor). With respect to the 
different Q-dependence of the x-ray atomic form factors, to first order this affects only 
the magnitude of the separated displacement scattering and not its shape. 

However, for a separation of the displacement scattering into species dependent 
displacements, one has to turn back to the contrast variation. Here the question of 
the validity of the approximation discussed before is irrelevant for the removal of the 
essential second order displacement scattering terms. Particularly, for data scans along 
high symmetry lines, the model calculation are simple to perform, and also in view of 
an analysis that aims primarily at the separation of say individual nearest neighbor 
displacements, such a database should provide a reasonable first estimate. 

Short-Range Order 

The short-range order parameters have been obtained by a linear least squares fit 
(based on singular value decomposition) from the separated short-range order intensities 
of 168 data points along [100], [110], [111], and [lhO]. The best results have been 
obtained from the data measured at an energy just below the Cu K-edge having the 
largest scattering contrast AfQ.   The result is shown in Fig. 5 in comparison with 

0.25 
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Figure 5. Comparisons of our analysis with other's short-range order parameters for disor- 
dered Cu3Au near T = 723 K. 

reported values for disordered Cu3Au at or near T = 723 K. The results were obtained 
including a fit of a0oo = 1-004± 0.020 (only statistical errors are given). An inclusion of 
parameters beyond a40o destabilizes the results. Of course in view of the small database, 
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no claim can be made with respect to an improved accuracy. Future work is still 
desirable for instance to determine the long-range part of the effective pair-interactions 
for a better understanding of the peak splitting and the Fermi-surface effects that will 
be discussed below. 

Species Dependent Displacements 

With respect to the mean lattice there are only two independent linear displace- 
ment parameters, and two data sets with different scattering contrast are sufficient to 
determine the individual displacements between Cu-Cu, Cu-Au and Au-Au pairs. As 
expected the combination with the largest change in contrast (data taken near the Au 
L-edge and Cu K-edge) give the most reliable parameters (Table 1), while the other two 
combinations gave consistent results with only larger errors. Significant displacements 
were found particularly for the first and second nearest neighbor pairs. The relative sta- 
tistical errors are about 10%. As expected the largest displacements are found between 
Au-Au nearest neighbors. Their larger positive displacements means that the average 
distance between nearest Au-Au pairs is greater than the average lattice (a0/V2) by 
0.165 A. The different signs between nearest and second nearest neighbor displacements 
can be understood from the chemical short-range order in the alloy. Given in Fig 6. is 
a drawing of the Ll2 structure of ordered Cu3Au. With reference to Fig 6, the inter- 
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Figure 6. Ll2 structure of ordered Cu3Au. 

mediate four nearest neighbors sites between second neighbor pairs are occupied with 
higher probability by the smaller Cu atoms in the case of Au-Au and Cu-Au second 
neighbor pairs, and by the larger Au atoms in the case of Cu-Cu second neighbor pairs. 

Table 1 Individual pair-displacements for nearest and second nearest neighbors in 
Cu3Au at 723 K. The relative statistical errors are about 10 % 

Imn u?u~Cu ii?u~Au „Au-Au l™ almn Ulmn 

HO -0.024Ä 0.014Ä 0.165 A 
800 0.023 A -0.021 A -0.037 A 

It is interesting to compare the present results with those from other experimental 
investigations and theoretical calculations. In a previous x-ray study of disordered 
Cu3Au, Butler and Cohen [6] analyzed their x-ray data (measured with a single energy, 
Co-Äo) in view of species dependent displacements using a method[10] that is based 
on the differences in the Q-dependences of the atomic form factors. According to their 
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results, the largest distances between nearest neighbors occurred for Au-Cu pairs and 
the shortest distances between Au-Au pairs in contradiction to the present results and 
the usual expectation that Au is 'larger' than Cu. 

Recently, Prenkel et al [17] performed an EXAFS-study of quenched Cu-Au alloys 
and obtained results with similar accuracy to those reported here that are very consistent 
with the present ones. 

Theoretical attempts to calculate these displacements and mean bond distances 
have been made by various groups and a few results are available for CuAu alloys 
and Cu3Au in particular. Mousseau et al[28] calculated displacements in Cu-Au al- 
loys based on a nearest neighbor central force model (CFM) and the embedded atom 
method (EAM). While the CFM gives the result of u%~Cu < u%Au < uA^~Au for 
all compositions - as expected when considering only size effects -, the EAM indicates 
a crossing of u{CuCu) and u{CuAu) for large Au concentrations. In computer model 
calculations relaxing the resimulated SRO configuration based on Lennard Jones po- 
tentials, Horiuchi et al[29] obtained the relative bond distances 0.994, 1.005, 1.026 for 
CuCu, CuAu, AuAu pairs respectively, which are in better agreement with the present 
result. More recently, Wolverton et a/[30] performed a calculation within the local den- 
sity approximation for a small cell of 8 atoms for random Cu-Au configurations. Their 
results for Cu3Au (for an average bond length of 2.6492Ä for this special, fairly random 
configuration) gave u^~Cu = -0.059 Ä, < u^~Au = 0.036 Ä, < uA^Au = 0.076 Ä, 
which are in qualitative agreement with the present results. However, one may note 
that different 'bond lengths' are to be expected for random and SRO configurations. 

If one neglects SRO effects on the nearest neighbor displacements, one might dis- 
tinguish their 'size' and 'charge' related origins. In the case where charge transfer effects 
dominate the ions hard core repulsion (size effect) one expects that unlike neighbors are 
closer than like neighbor pairs. Assuming that 

(u'^lmn « (Uo)imn + («o);mn + (Su%3)lmn 

one obtains the contribution due to size, (u^u)no = 0.05 Ä and second contribution 
due to charge, {5uAu~Au)lw = -3{5uAu-Cu)n0 = 9{5uCu-Cu)lw = 0.064 Ä. In an 
early study of the de Haas van Alphen effect[31] in diluted CuAu alloys, a charge 
transfer of AZAU = —0.32 has been reported. This is also indicated by the Pauling 
electronegativities of 1.9 and 2.54 for Cu and Au, respectively, while the sign of the 
charge transfer cannot be obtained from the displacements. Obviously, charge transfer 
leads to even larger Au-Au distances than those expected from mere size effects and 
explains why Cu-Au and Cu-Cu distances are more similar. 

The superposition of displacements following the chemical short-range order and 
displacements due to charge transfer are higher order correlation functions, 3-point and 
4-point correlations respectively, as has been discussed in more appropriate scattering 
expressions[16]. For a separation without the approximations made above, the local 
structure needs to be simulated in a computer model. Furthermore, in view of a more 
appropriate treatment of the configurational thermodynamics of alloys including charge 
and size effects, such simulations can be based on the 'compressible Ising model' as 
proposed by B. Chakraborty[32]. Plans are to use this model in future inverse Monte 
Carlo simulations to determine - in addition to the effective interaction energies - the 
gradient of the effective pair potential that is related to properties like the charge trans- 
fer. Therefore, the information that can be obtained from diffuse scattering experiments 
should provide an unique and sound basis. 
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Fermi-surface effects 

In some alloys like Cu-Au, one observes a fine structure in the x-ray diffuse scat- 
tering around the short-range order peaks, namely a fourfold splitting of the intensity, 
which is commonly attributed to the Fermi-surface effect and is supposed to arise from 
the weak (log) singularity in the dielectric response. Recently, Reichert et a/[33] re- 
ported an anomalous behavior of such a splitting for Cu3Au, since the wave vector was 
found to shift with temperature. This observation was surprising at first sight and gave 
rise to a controversial debate about its origin. [34, 35] In a subsequent study of disor- 
dered CuAu[36], which also exhibits a splitting of the short-range order maxima, the 
peak positions, however, shifted less significantly than in Cu3Au. The splitting related 
to the nesting condition is schematically shown in Fig. 7, and its observation requires a 
sufficiently good resolution. 
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Figure 7.   Scheme of the fourfold short-range order peak splitting in the scattering plane 
(h,k,0) as observed for CU3AU. 

Because of the large displacements in Cu3Au, the actual intensity is affected by 
large asymmetric contributions and the fourfold splitting of the SRO intensity is not 
readily visible around the (110). However, both the SRO peak splitting and the in- 
fluences of the Fermi surface on the static displacements are revealed by the present 
separation of the data. For comparison, note that in a previous investigation[33] of the 
SRO peak splitting such complications have been avoided by measuring perpendicular 
to the direction [100] at the equivalent (100) peak. 

Fig. 8 displays the data measured along the [110] direction and the calculated 
intensity contributions. Again the model calculations discussed above were used to 
remove the intensities due to the related second order displacements. A separation 
of the remaining symmetric and antisymmetric part of the intensity gives the short- 
range order and the linear displacement contribution. The SRO intensity is compared 
to a Lorentzian which emphazises the little extra intensities which are related to the 
2 kf screening mechanism. The convolution of short-range order and displacements 
according to Eq. 2 within the nearest neighbor force model yields the intensity, see 
Fig. 8, that is expected from size effects only. The interesting feature is the remaining 
difference in the separated data related to displacements and the model calculation. The 
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Figure 8. Diffuse scattering of disordered Cu3Au in [110] direction. Model calculations 
(dot-dashed line) of the size effect scattering (open diamonds) including its interference with 
short-range order reveal a residual intensity contribution that can be related to a Fermi surface 
effect on the displacement pattern in analogy to the observed features in the short-range order 
intensity (filled circles). A Lorentzian (solid line) is shown for comparison indicating that the 
Fermi surface effect on the short-range order intensity is rather subtle. 

remaining intensity peaks in an asymmetric fashion where the short-range order split 
peaks occur. The splitting of the short-range order is consistent with the observation 
by Reichert et al, [33]. Surprisingly, a Fermi surface effect appear even more obviously 
in the displacement scattering rather than in the short-range order intensity. Similar 
results are obtained for data taken at higher temperatures where the wave vector of 
the asymmetric peaks do not shift significantly with temperature and agrees with the 
extrapolated high temperature peak position of the short-range order maxima. 

SUMMARY AND CONCLUDING REMARKS 

Contrary to previous investigations of local order in Cu3Au, the resonant (or 
anomalous) scattering variation near the absorption edges was used to separate in- 
dividual pair displacements. The model calculations have successfully separated in a 
controlled manner and within a good approximation the second order displacement scat- 
tering terms. In addition, they have yielded a deeper insight into displacement patterns 
in alloys. This includes for instance the typical asymmetry of the diffuse peaks, e. g. 
at (100), due to displacements, which is of course bound in an asymmetrical way to 
the shape of short-range order itself, and should be observed in studies of other alloys. 
With regard to the fine structure of the diffuse scattering near the (110), in addition 
to the well-known short-range order peak splitting, a particular observation has been 
the finger print left by the Fermi surface on the displacement scattering. In view of 
previous puzzling results on the individual pair displacements, the present data settles 
this dispute and confirms that Au-Au neighbor pairs have the largest mean distance. 
Although the displacements have been determined rather precisely for Cu3Au, future 
experimental work for a more complete data set of different compositions combined 
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with the usual 3-A separation technique is certainly still desirable to obtain more accu- 
rate short-range order and displacement parameters for this important, much studied 
model system. As discussed above, qualitative agreement is found with results of re- 
cent theoretical calculations, and possible improvements in first-principles calculations 
may be expected for sufficiently larger model systems to account for the short-range 
order effects on displacements. Further development in the treatment of the configu- 
rational thermodynamics of alloys should be based on extended Ising models[32] that 
account explicitely for both (hard-core) size and charge related displacements that can 
be obtained from diffuse scattering experiments. 
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ABSTRACT 
The current-perpendicular-to-plane (CPP) magnetoconduetance of a sample sand- 

wiched by two ideal non-magnetic leads is described at an ab initio level. The so- 
called 'active' part of the system is a trilayer consisting of two magnetic slabs of 
finite thickness separated by a non-magnetic spacer. We use a transmission matrix 
formulation of the conductance based on surface Green functions as formulated by 
means of the tight-binding linear muffin-tin orbital method. An equivalent and com- 
putationally more efficient formulation of the problem based on reflection matrices is 
also presented. The formalism is extended to the case of lateral supercells with ran- 
dom arrangements of atoms which in turn allows to deal with ballistic and diffusive 
transport on equal footing. Applications refer to fec-based Co/Cu/Co(001) trilayers. 
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INTRODUCTION 

Transport in layered materials is subject of intensive theoretical inves- 
tigations, in particular in view of the discovery of the giant magnetocon- 
ductance (GMC) in metallic multilayers [1, 2]. Various theoretical treat- 
ments have been proposed, based on the semiclassical Boltzmann equa- 
tion or, alternatively, on a Kubo-Greenwood type formulation within a 
free-electron model with random point scatterers, for the Kronig-Penney 
model, or within a single-band tight-binding model. A description of ex- 
perimental and theoretical results can be found in a recent review article 
[3]. Up to now the GMC effect has been observed mostly in the diffusive 
transport regime in which the mean free path is much smaller than the 
dimension of the so-called 'active' part of the multilayer system, i.e., 
the whole system with exception of the leads. Most of measurements 
up to date were performed in the current-in-plane (CIP) geometry [1], 
the current-perpendicular-to-plane (CPP) geometry [2] seems to be ex- 
perimentally more demanding. From a theoretical standpoint of view 
CPP transport is interesting because of an obvious role played by in- 
terfaces, its close relation to tunneling across an insulator or vacuum, 
and because of its relation to a semi-classical view of ballistic trans- 
port [4]. The present theoretical understanding of the CPP transport 
has been reviewed in a recent paper [5], including the transport in the 
ballistic regime. In this regime, in contrast to the diffusive regime, the 
mean free path is larger than the dimension of the 'active' part of the 
multilayer system. The spin-dependent scattering at ideal interfaces be- 
tween magnetic and non-magnetic metals which form a multilayer, the 
so-called intrinsic potential scattering, is usually said to be the origin of 
the GMC in the ballistic regime [4]. In the diffusive regime the GMC 
is thought to originate from spin-dependent scattering off impurities in 
the bulk and/or at interfaces between the magnetic slabs and the spacer 
(extrinsic defects). It should be noted that in real multilayers also dis- 
locations or stacking faults occur, and magnons and phonons can cause 
dynamical perturbations. While in the limiting cases of the strong dif- 
fusive regime and the ballistic regime simplifications can be made, a 
real multilayer system usually represents a mixture of both intrinsic and 
extrinsic defects. 

Ab initio calculations of the GMC are still rather rare. We mention a 
Boltzmann-type approach developed for multilayer systems within the 
relaxation-time approximation, which is limited to either weak scattering 
or very low-concentration [6] limits. Typically, the electronic structure of 
a three-dimensional periodic (infinite) multilayer system is determined 
(velocities and the Fermi surface) and, in separate calculations, the spin- 
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dependent relaxation time of bulk impurities is found and used to solve 
the (classical) Boltzmann equation. Clearly, the change of the super- 
lattice bandstructure due to impurities is neglected, hence the above 
mentioned limitation of the method. A solution of the Boltzmann equa- 
tion for layered systems without the relaxation-time approximation has 
also been suggested [7]. Recently ab initio calculations using a Kubo- 
Greenwood approach generalized to layered systems [8, 9] have appeared 
in which (substitutional) disorder is included within an inhomogeneous 
coherent potential approximation (CPA). This is an appropriate ap- 
proach to deal with the influence of imperfections and to treat intrinsic 
and extrinsic scattering on equal footing. However, up to now in there 
the so-called vertex corrections with respect to the configurational aver- 
age of the products of two single particle Green functions are neglected. 
The above mentioned approaches can in principle be used for both the 
CIP and CPP geometry. 

An alternative theoretical approach based on non-equilibrium Green 
functions or on a transmission matrix formalism (Landauer-type ap- 
proach) can be used for the CPP transport. A useful review of these 
techniques can be found in a recent monograph [10]. 

It is the aim of this paper to formulate a surface Green function (SGF) 
approach to CPP transport in magnetic multilayers within the tight- 
binding linear muffin-tin orbital (TB-LMTO) method [11]. Related for- 
mulations based on empirical tight-binding (TB) models have appeared 
recently [13, 14, 15, 16]. The present formulation is then extended to 
the case of lateral two-dimensional supercells with random occupation of 
lattice sites by two kinds of atoms, whereby the stacking of such random 
layers in the growth direction can be arbitrary. The usefulness of such 
an approach has recently been illustrated for the case of a single-band 
TB model [17]. In particular it has been shown that current fluctuations 
due to different configurations are small for metallic multilayers if the 
size of the supercells is large enough. It should be mentioned, however, 
that in the case of tunneling through an amorphous spacer such fluctu- 
ations can be quite large [18]. We shall present an ab initio application 
of such an approach for the case of Co/Cu/Co(001)-based trilayers. 

THEORY 

Suppose the magnetic multilayer system consists of a semi-infinite left 
(£) and a semi-infinite right (11) non-magnetic lead sandwiching a tri- 
layer consisting of a left and a right magnetic slab of varying thickness 
separated by a non-magnetic spacer again of varying thickness. The se- 
quence of planes of atoms (layers) in the growth direction of the trilayer 
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is assumed to be arbitrary. In principle, atomic layers can be viewed in 
terms ofnxn supercells (n x n two-dimensional complex lattice). In 
order to describe disorder (substitutional binary alloys) it is then neces- 
sary to average over different sizes n of supercells, and for each n over 
different occupations of the sites within the supercell by the two con- 
stituents involved. Quite clearly such an approach applies to disordered 
spacers and/or magnetic slabs as well as to disordered interfaces. In 
the following we neglect possible layer and lattice relaxations in the sys- 
tem; all formulations and calculations are based on a fee Co(OOl) parent 
lattice. 

ELECTRONIC STRUCTURE 

The electronic structure of the system is described in terms of the 
following TB-LMTO Hamiltonian, 

HRL,R'L' - CRL <*R,R' h,L> (1) 

+ (A^)
1/2

 is* (1 - (r - ß) s?)-1)      (A^,L,)
1/2

 , 

where R is the site index, a is the spin index, and the potential parame- 
ters CRL, ARL, and jRL are diagonal matrices with respect to the angu- 
lar momentum L - (£m). The non-random screened structure constants 

matrix SRLR,L, and the site-diagonal screening matrix ßn}LL' = ßh SL,L' 

are spin-independent. Assuming one and the same two-dimensional 
translational symmetry in each atomic layer p, ley-projections can be 
defined, where k|| is a vector from the corresponding surface Brillouin 
zone (SBZ). In a principal layer formalism [11], the screened structure 
constants S^q are of block tridiagonal form. Neglecting layer relaxations 
they are given by 

S$Ah) = <o(k||).  S£,(k,|) = Sg^kii) Sp+hq + 5fi0(k|,) Vi,, •    (2) 

The properties of individual atoms occupying lattice sites are charac- 
terized by potential function matrices, 

R ^K+{fR-ß){z-CR)' 
(3) 

which are diagonal with respect to L and are obtained by solving the 
corresponding Kohn-Sham equations. The potential functions assume 
the same value P^°' (z) for each site within a given atomic layer p for 
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lxl-supercells, and, in principle, n2 different values Ppf(z) for n x n- 
supercells. Finally, we define the infinite (screened) Green function ma- 
trix gß'a{z) in the TB-LMTO method as 

(/•"(k||, *))"* = P(*(z) Sp,q - 5£,(k||). (4) 

Assuming that the 'active' part of the multilayer system consists of TV 
layers and that the physical properties of all lead layers are identical, 
we can characterize these layers by so-called embedding potentials T^'a 

[11], which for p = 1 and p — N&re given by 

rf*(klhz) = s!ß(k^gß
c^,z)sSA(kn)t 

r$*(k||,*) = 5j1(k||)a^(k||,,)5fi0(kll), (5) 

and which are zero otherwise. The quantities G% , X = C,1Z, are the 
corresponding SGFs of the ideal left and right leads. 

The layer-diagonal blocks of the inverse of the Green function matrix 
can then be written as 

(/•"(k||, z))2 = P?{z) - Sg£(k||) - If "(k||, z)   for p = 1, 

(/■*(k|,, z))~^ = if (z) - Sfc*(k„)   for 1< p < N , (6) 

(flf(0lff)(k||,z))^ = PgrW-SggQuü-rff^z)   fovp = N, 

while its off-diagonal blocks are given by 

(/•*(ky, z))~* = -So^ky) Sp+l,q - Sfo(k||) VM • (7) 

It should be noted that Eqs. (4-7) only apply in the case of an infinite 
parent lattice (no layer relaxations). In this way the originally infinite 
matrix can easily be reduced to a finite matrix with the embedding 
potentials acting as boundary conditions. The block-tridiagonal form 
in Eq. (7) of the inverse of the Green function allows to use efficient 
methods [11, 12] to determine any non-vanishing block of <7^(ky, z). In 
particular, this applies to the blocks g^'^(z), g^^z), and/or gj^"N{z) 
which are needed for the evaluation of the GMC described in the next 
subsection. We refer the reader to a recent book [11] for further details 
concerning the TB-LMTO method for layered systems. 

In the case of two-dimensional n x n (lateral) supercells the above 
expressions remain formally the same, however, each quantity is now 
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replaced by a supermatrix labelled by the positions of the sites within 
a given supercell. In the case of binary substitutional alloys the cor- 
responding potential functions are assumed to have only two different 
values for the two constituents involved, i.e., we neglect possible local 
environment effects and short-range order within a given supercell. It 
should be noted that, in principle, for each chosen supercell all inequiv- 
alent potential functions have to be determined selfconsistently. 

MA GNETOCOND UCTANCE 

Our derivation of the conductance CM follows that given in [13]. Its 
details will be published elsewhere. In the following a subscript M=F 
(AF) denotes the ferromagnetic (antiferromagnetic) configuration of the 
magnetizations in the magnetic slabs, respectively. 

The resulting expression for the conductance per interface atom is 
given by 

CM = E
C

M,    CM = J±-J2
T

MH
E

F), (8) 
° n iVll k„ 

where iVy is the number of k||-points in the SBZ and EF is the Fermi en- 
ergy. Suppressing the subscript M the transmission coefficient Ta (k||, E) 
can be expressed as 

T'^E) = |lfmotr{^(k||,JEO^(k||>z+) 

xB^(kll,E)g^1(kll,z_)}, (9) 

where tr denotes the trace over angular momenta, 

flf(k,|,£?) = i (if'^i.^-lf^ki,,*-)) , 

ß^(k||,£?) = ,■ (r$'(k„,*+) - r$*(k|,,z_)) , (io) 

and z± = E ± iS. In this formulation we have assumed a collinear 
spin structure and that the spin a is a good quantum number. This 
assumption is valid only for collinear spin structures if the spin-orbit 
interaction is neglected. The magnetoconductance ratio is then defined 
as 

GMC=(4 + 4)/(C{F + CiF)-l. (11) 
The reflection and transmission coefficients are related by 

fi'(k||,£?) = l-r'(k||,E), (12) 
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and can be expressed as (J is the unit matrix) 

Ä'(k|,,E)= lim tr{ B%(kl],E)gß^N(kll,z+) + iI 
" |<s| —>- o      L ' 

T'(k||,f?) = |limotr{B^(k||,JE7)^iyk||,z+) 

x[B^N(kll,E)g^N(kll,z.)-iI\},       (13) 

such that the magnetoconductance can be evaluated using the layer- 
diagonal blocks of the Green function matrix g<3'a{z) rather than the 
layer off-diagonal blocks as in the case of the transmission coefficient 
[13]. 

There exists, however, a direct way of expressing the transmission 
coefficient T"T(kj|, E) in terms of the layer-diagonal blocks of the system 

Green function gß'a{z), namely, 

ß,a 
JN,N 

x^(k||,£;)4?Vk||,^)}) (14) 

where B^ is defined in Eq. (10), and B^ is given by 

^(k,|,£) = i (f^(k||,z+) - f^(k||,z_)) , (15) 

where f ^f is the embedding potential of the semi-infinite 'fragment' to 
the left of the last layer in the trilayer system. 

The generalization of the formalism to the supercell case proceeds 
similarly to the previous section: the corresponding matrices are substi- 
tuted by supermatrices labelled by individual atoms within a supercell 
and the kn-integration is confined to the (n2-times smaller) SBZ corre- 
sponding to the supercell. However, the computational effort within the 
present SGF technique can significantly be reduced by using the fact 
that the SGFs are independent of the choice of a supercell, since the 
atomic position vectors within a given supercell are nothing but lattice 
vectors of the two-dimensional lattice that corresponds to the parent 
lattice (lxl-supercell) of the leads. One can express the supercell (sc) 
SGF therefore in terms of the SGF of the original lattice as follows 

1     SBZ 

G%K*KM = if E eiki <**"**'> 0(k„,*), (16) 
II  k,| 

where kn and qn denote vectors in the SBZ of the original lattice and 
in the supercell SBZ, respectively, and the HK refer to atomic positions- 
within the supercell. 
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The computational scheme described above can be used also for su- 
percell studies based on a single-band TB model. Assuming a nearest- 
neighbor hopping parameter t and identical left and right leads, we ob- 
tain [17] 

TCT(k||, E) = t* |A*(k||, E) tfiAr(k||, *+)|2 , (17) 

where 

A* (k,|, E) = -- Im g°m,E+i6) (18) 
■K 

Cu(OOl) Mm bs Mm Cu(OOl) 
semi-infinite magnetic spacer magnetic semi-infinite 

lead slab slab lead 

are the Bloch spectral functions of the corresponding SGF ^(Icy, z) for 
the leads. 

RESULTS AND DISCUSSION 

We have performed calculations for the following formal multilayer 
system: 

(19) 

where N = 2m + s. For Com/Cus/Com trilayers we have studied: (i) the 
dependence of the GMC on the thickness of magnetic slabs m and (ii) the 
oscillatory behavior of the GMC as a function of the spacer thickness s. 
Furthermore, we have studied (iii) the oscillatory behavior of the GMC 
as a function of the spacer thickness for a (CuPd) superstructure spacer, 
namely, Com/(CuPd)r/Com trilayers, where r is the number of repeti- 
tions. If s is an even number then the superstructure is terminated by a 
Pd layer, if s is odd the terminating layer is formed by Cu atoms. The 
combined effect of intrinsic and extrinsic defects will be demonstrated 
for Co/Cu/Co-based trilayers on the following cases: (i) interdiffused 
interfaces; (ii) a random spacer sandwiched by ideal magnetic slabs; (iii) 
an ideal Cu spacer sandwiched by disordered magnetic slabs; and (iv) a 
case with combined disorders of types (ii) and (iii). 

NUMERICAL IMPLEMENTATION 

Random substitutional alloys Ai^B^ are simulated by random super- 
cells with the same average composition. Random configurations were 
generated using the RM48 random number generator [19] and the bi- 
nary correlation function was evaluated to test the 'randomness' of each 
configuration. For the single-band TB model we have tested nxn ran- 
dom supercells (n=5, 7, 10) corresponding roughly to a A85Bi5 random 
substitutional alloy, namely, 21 A atoms and 4 B atoms for the 5x5- 
supercell and 41 A atoms and 8 B atoms for the 7x7-supercell randomly 
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distributed over the sites within the supercell. In the case of the TB- 
LMTO model we have tested only 5x5- and 7x7-supercells. In all cases 
(typically an average over 5 configurations for a 5x5-supercell and an 
average over 3 configurations for a 7x7-supercell were calculated) the 
results for the partial currents agreed within 1-3%, the agreement being' 
better for larger supercells. The same random supercells were used for 
both the single-band model and the TB-LMTO studies. 

In principle, one should use selfconsistent potential parameters cor- 
responding to a given random supercell, however, such an approach is 
numerically prohibitive for 5x5- or 7x7-supercells. For the case of a 
2x2-supercell and A75B25 alloys we found that the fluctuations of the 
calculated potential parameters for A and B atoms for different random 
configurations from those obtained selfconsistently using the CPA are 
quite small (of the order of a few per cent). We have thus used the 
selfconsistent CPA potential parameters determined for a given alloy 
composition [11] also in the present supercell calculations. It should be 
noted that the same parameters were employed for various random con- 
figurations as well as for different supercell sizes. We have thus neglected 
all possible fluctuations of the potential parameters due to a variation of 
the local environment and assumed that the potential parameters take 
only two values the same for any A and B atom within a supercell. The 
potential parameters used are those of the corresponding A/B interface 
(ideal or random) where A(B) corresponds to atoms forming magnetic 
(spacer) layers. We have also neglected the layer dependence of the 
potential parameters and chosen their bulk-like values. 

The k||-integration covers 10000 points in the full fcc(001)-SBZ (400 
(196) points in the corresponding 5x5- (7x7)-supercell SBZ). In some 
cases, in particular in the ballistic regime a much higher number of k||- 
points was used to obtain well converged results. In all cases we have 
employed |Imz±| = 10-7 Ry. It should be noted that for a 1 x 1-supercell 
one can integrate over the irreducible part of the SBZ while for the 
random supercell the k|[-integration is confined to the full supercell SBZ 
(or, more precisely, over a half of the supercell SBZ due to time-reversal 
symmetry). 

BALLISTIC TRANSPORT 

We shall start our discussion by a remark concerning some general 
features of the electronic structure of Cu bands and of Co spin-up (f) 
and Co spin-down (|) bands at the Fermi energy of Cu leads. It should 
be noted that by 'bands' we mean the bands of the three-dimensional 
periodic bulk systems fee Cu and fee Co (at the Fermi energy of Cu). 
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The Cu- and Cof-bands are very similar representing only a very weak 
intrinsic scattering potential at the Cu/Co interface. Consequently, the 
transmission of f-electrons for a ferromagnetic alignment of the magne- 
tizations (and hence also their conductance as given by Eq. (8)) through 
the Co/Cu interfaces is large. On the contrary, the large difference be- 
tween the Cu- and Co^-bands acts as an effective potential barrier at 
the interface for ^-electrons and, hence, gives rise to much smaller F|- 
and AF-conductances. It should be also noted that in this paper we will 
study only symmetrical trilayers, i.e., the case of identical left and right 
magnetic slabs for which spin-up and spin-down conductances for the 
AF alignments coincide. 

The dependence of the GMC of ideal Com/Cu5/CoTO trilayers on the 
thickness of the magnetic slabs m is presented in Fig. 1. The most re- 
markable feature is a strong suppression of the GMC (Fig. la) for small 
thicknesses of the magnetic slabs and a saturation of about 100% at large 
thicknesses. This result can be understood by plotting partial conduc- 
tances, namely the Ff- and Fj-conductances for the ferromagnetic align- 
ment of the magnetizations in the left and the right magnetic slabs and 
that for the antiferromagnetic alignment (AF-conductances). The sup- 
pression of the GMC is quite likely due to an effective potential barrier in 
the G?4,-channel because of the above mentioned large difference between 
the Cu- and Co4.-bands. Hence, a narrower magnetic slab allows for a 
larger transmission of electrons, in particular for the F|-conductance and 
both AF-conductances. As a result, the total AF-conductance increases 
faster than the total F-conductance and hence the GMC ratio drops (see 
also [16]). The oscillatory behavior of the conductances can be related 
to the oscillatory behavior of the FJ,-conductances of a single Co slab of 
varying thickness embedded into the Cu host (Fig. lb, empty symbols). 
Quite clearly such oscillations can be ascribed to multiple scattering ef- 
fects of j-electrons at the interfaces. The GMC of finite Co slabs never 
reaches the limit of semi-infinite Co slabs because of different ballistic 
conductances of Cu leads for the case of finite Co slabs and those of Co 
leads in the case of semi-infinite Co leads. 

The effect of quantum current oscillations was first studied by Mathon 
[14] using an empirical multiband TB-model within a Kubo-Landauer 
type approach by considering the dependence of the GMC on the thick- 
ness of the spacer. In Fig. 2 we present such calculations for Co5/Cus/ 
Co5 trilayers with varying thickness of the spacer s. We clearly ob- 
serve pronounced GMC oscillations (Fig. 2a) around a value of about 
115% which are damped with increasing spacer thickness. It should be 
noted that in order to obtain converged results for the present case it is 
necessary to use a much finer sampling of the irreducible SBZ than men- 
tioned above, namely 30000 k||-points in the irreducible SBZ. A clearer 
picture is obtained by looking at the partial conductances, Fig. 2b. The 
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Figure 1 Ideal Com/Cus/Com trilayers sandwiched by semi-infinite Cu leads as a 
function of the thickness of the magnetic slabs m: (a) magnetoconductance ratio 
(diamonds) and the limit of semi-infinite Co slabs (heavy dot); (b) conductances 
per atom for the ferromagnetic f-spin (up-triangles), ferromagnetic 4--spin (down- 
triangles), and antiferromagnetic configuration (diamonds). Empty symbols (up- and 
down-triangles) refer to the ferromagnetic "f- and 4--spin conductances of a single Co 
slab of varying thickness embedded into a Cu host. For semi-infinite Co slabs the 
ferromagnetic t- (+). 4-- (x)) and antiferromagnetic (heavy dot) conductances are 
shown, respectively. 

oscillatory behavior originates mostly from the F4.-conductances whose 
amplitudes are much larger than those of the AF-conductances while 
the Ff-conductances are essentially thickness independent. We observe 
oscillations with a period of about 5-6 MLs in both the F|- and AF- 
conductances while some admixture of short-period oscillations with a 
period of about 2.5 MLs is seen in the F4.-conductances. We note that 
these values correlate reasonably well with similar values obtained for the 
interlayer exchange coupling using the same electronic structure model 
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Figure 2 Ideal C05/C1I3/C05 trilayers sandwiched by semi-infinite Cu leads as a 
function of the spacer thickness s: (a) magnetoconductance ratio (diamonds); (b) 
conductances per atom for the ferromagnetic 4--spin (down-triangles) and antiferro- 
magnetic configuration (diamonds). Note the reduced scale of y-axis. 

(see, e.g., [21]). The amplitudes are roughly damped as s-1, where s is 
the spacer thickness [14]. 

The oscillations of the GMC with respect to the spacer thickness s may 
also have an extrinsic origin rather than the intrinsic origin described 
above. In Fig. 3 we plot the dependence of the GMC as a function of 
the thickness of (CuPd) bilayers again sandwiched by Co slabs each 5 
MLs thick. We have thus a superstructure in the spacer. The char- 
acteristic zig-zag shape of the GMC (Fig. 3a) is due to alternating Cu 
and Pd layers. By using this superstructure spacer we have combined 
magnetic (Co/Cu, for even numbers of spacer layers also Co/Pd) and 
non-magnetic (Cu/Pd) scattering at interfaces. The higher (smaller) 
values of the GMC correspond to the case of odd (even) numbers of 
spacer layers. The oscillations are clearly related to oscillations in the 
Ff- and F^-conductances (Fig. 3b) which oscillate in phase giving rise 

354 



$£ 120 

■a no 
u 

a 100 

3 
T3 yu 
O 
X xo 
OX) « s 70 

1 ''! 

11! t ♦ t 
fi :WU A .1 tt It tt t 11 t tt M U 11" 
: ■: \: \ /: /\ /1 /\/i /: /\/\ /\ /\ /\ /\ /\/\ /\ /\ /\ /\ :\ /\ /\_ 

nun 

10 20 30 40 

Spacer layer thickness (MLs) 

(a) 

50 

1.0 

0.9 

0.8 

0.7 

0.6 

0.5 

0.4 

0.3 

0.2 

0.1 

0.0 

(b) 

\L W \*
W

* R ä R K X ^ K & w X s y X J* X sr y rc sr y 

10 20 30 

Spacer layer thickness (MLs) 

40 50 

Figure 3 Co5/(CuPd)r/Co5 and ideal Cos/Cus/Cos trilayers sandwiched by semi- 
infinite Cu leads as a function of the spacer thicknesses s (r = s/2): (a) magneto- 
conductance ratio (diamonds, Cu spacer; triangles, (CuPd) spacer); (b) conductances 
per atom for the ferromagnetic t-spin (up-triangles), ferromagnetic 4--spin (down- 
triangles), and antiferromagnetic configuration (diamonds). Full symbols refer to a 
Cu spacer, empty symbols to a (CuPd) spacer. 

to an enhancement of oscillation amplitudes. It should be noted that 
as compared to the ideal trilayer the Ff- and F|-conductances are re- 
duced by the same amount. This fact indicates that the oscillations are 
now due to (dominating) non-magnetic scattering at the Cu/Pd inter- 
faces rather than due to magnetic scattering at the Cu/Co interfaces as 
before (see Fig. 2b). The drop of the F- and AF-conductances can be 
understood in analogy to the interpretation given for Fig. lb: the reason 
is a formation of an additional potential barrier in the c?-channel due to 
a mismatch of Cu- and Pd-bands at the Fermi energy. 
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terfaces is interdiffused; empty up-triangles-(2), both inner interfaces are interdiffused; 
down-triangles-(3), two inner and one of outer interfaces are interdiffused; empty 

down-triangles-(4), all four interfaces are interdiffused); (b) conductances per atom 

for the ferromagnetic |-spin (up-triangles), ferromagnetics-spin (down-triangles), and 
antiferromagnetic configuration (diamonds). Full symbols refer to an ideal trilayer, 
empty symbols to a trilayer with all interfaces interdiffused. 

COMBINED BALLISTIC AND DIFFUSIVE TRANSPORT 

In general, in addition to scattering at intrinsic defects (system in- 
terfaces) there is scattering at extrinsic defects, namely at impurities, 
stacking faults, dislocations, and there are even dynamical effects like 
scattering of electrons with phonons or magnons. Here we assume substi- 
tutional impurities in the spacer, magnetic slabs, and at their interfaces 
in a reference system which consists of the left and right semi-infinite 
Cu leads sandwiching two Co slabs, each 5 MLs thick, and separated by 
a Cu spacer of varying thickness (1-10 MLs). 
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trilayers sandwiched by semi-infinite Cu leads as a function of the spacer thickness s: 
(a) magnetoconductance ratio (diamonds, ideal trilayer; triangles, alloyed spacer); (b) 
conductances per atom for the ferromagnetic t-spin (up-triangles), ferromagnetic 4-- 
spin (down-triangles), and antiferromagnetic configuration (diamonds). Full symbols 
refer to an ideal trilayer, empty symbols to a trilayer with alloyed spacer. 

The effect of disorder at the Co/Cu interfaces is shown in Fig. 4. The 
interdiffused interface consists of two disordered interface layers with 
compositions Co85Cui5 (the Co side) and Coi5Cu85 (the Cu side). The 
GMC decreases monotonically with the number of disordered interfaces, 
and disorder suppresses the oscillations present for an ideal interface. 
Disorder influences the F^-conductances very weakly because of the sim- 
ilarity of the Cu- and the Cof-bands. The AF-conductances, however, 
are much larger as compared to an ideal trilayer and their increase re- 
sults in a decrease of the GMC. This behavior seems to contradict a 
common (but incorrect) belief that disorder always reduces the conduc- 
tance. In fact, the effect of disorder is fourfold: (i) it increases the overall 
amount of scattering which contributes to the reduction of the transmis- 
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Figure 6 (Co85Nii5)s/Cus/(Co85Nii5)5 trilayers with alloyed magnetic slabs and 
ideal Cos/Cus/Cos trilayers sandwiched by semi-infinite Cu leads as a function of 
the spacer thickness a: (a) magnetoconductance ratio (diamonds, ideal trilayer; tri- 
angles, alloyed magnetic slabs); (b) conductances per atom for the ferromagnetic 
t-spin (up-triangles), ferromagnetic J.-spin (down-triangles), and antiferromagnetic 
configuration (diamonds). Full symbols refer to an ideal trilayer, empty symbols to a 
trilayer with alloyed magnetic layers. 

sion probability and, hence, the conductance; (ii) the relaxation of a 
strict conservation of k|| in disordered systems opens up new transmis- 
sion channels which contribute to an increase of the conductance; (iii) 
interdiffusion smoothes the abrupt potential barrier of the ideal trilayer 
which in turn also leads to an increased transmission coefficient; and (iv) 
the alloying in magnetic layers can increase (decrease) the effective bar- 
rier for f- and/or ^-electrons at the Co/Cu interface and thus decrease 
(increase) the conductance in this channel. Therefore, the net influ- 
ence of disorder on the conductance results from a competition between 
these effects and may lead to an increase or decrease of the conductance, 
depending on the system under consideration (see also [20]). 
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Figure 7 (CogsNiis^ACussNiis)*,/ (Co85Nii5)5 trilayers with combined alloying in 
both the spacer and magnetic slabs and ideal C05/C1U/C05 trilayers sandwiched by 
semi-infinite Cu leads as a function of the spacer thickness s: (a) magnetoconductance 
ratio (diamonds, ideal layer; triangles, alloyed magnetic slabs and spacer); (b) con- 
ductances per atom for the ferromagnetic f-spin (up-triangles), ferromagnetic 4--spin 
(down-triangles), and antiferromagnetic configuration (diamonds). Full symbols refer 
to an ideal trilayer, empty symbols to an alloyed trilayer. 

The effect of alloying in the non-magnetic spacer (CugsNiis) on the 
magnetoconductance is presented in Fig. 5. We observe a monotonic 
decrease of the GMC ratio as a function of the spacer thickness (Fig. 5a). 
The origin of this decrease can be traced from Fig. 5b. Disorder in CuNi 
alloys strongly depends on the concentration but for the Cu-rich alloys 
the states at the Fermi energy are influenced only weakly by disorder 
[22]. Therefore, the F|- and AF-conductances are only slightly smaller 
than those of an ideal trilayer. Consequently, the effect of extrinsic 
potential scattering for the FJ,- and AF-conductances is rather small 
as compared to the strong intrinsic scattering at the interfaces. On the 
other hand, the effect of extrinsic defects dominates the Ff-conductances 
where intrinsic scattering is negligibly small. In fact it is the Ff-channel 
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infinite Cu leads as a function of the spacer thickness s: conductances per atom 
for the ferromagnetic t-spin (up-triangles), ferromagnetic 4--spin (down-triangles), 
and antiferromagnetic configuration (diamonds). Full symbols refer to 5x5-supercell 
calculations, empty symbols to CPA calculations neglecting vertex corrections. 

360 



which is mostly responsible for the decrease of the GMC ratio with 
increasing spacer thickness. 

The effect of alloying in the magnetic slabs (CossNiis) on the magne- 
toconductance is presented in Fig. 6. Contrary to the case of disorder 
in the spacer the GMC ratio quickly saturates to approximately half of 
the value for an ideal trilayer. The behavior of the partial conductances 
is similar to that for an interdiffused interface. The Ft-conductances 
are nearly the same as for the ideal trilayer due to the similarity of the 
Cot- and the Nif-bands at the Fermi energy. Since the Co.j.-bands are 
higher in energy as compared to the Ni|-bands, alloying of Co with Ni 
decreases effectively the potential barrier height resulting thus into a 
larger transmission coefficient (conductance) as compared to the ideal 
trilayer. Consequently, the AF-conductances of the alloyed magnetic lay- 
ers are larger than those of an ideal trilayer. The effect is the same for 
the F^-conductances but much weaker, indicating dominating intrinsic 
scattering at interfaces for this channel. 

The results of the study of combined disorder in both the spacer 
(Cu85Ni15) and the magnetic layers (Co85Nii5) are presented in Fig. 7. 
They are qualitatively similar to those for a random spacer but the GMC 
already starts at a value of about 60%, the value of disordered magnetic 
layers separated by an ideal Cu spacer (see Fig. 6). The decrease of 
the GMC is due to a corresponding decrease of the Ff-conductances 
resulting from alloying in the spacer. 

Fig. 8 illustrates (for the case of partial conductances) the robustness 
of supercell calculations with respect to the supercell size and the config- 
urational average (5x5-supercell averaged over five configurations versus 
7x7-supercell averaged over three configurations). Illustrated here is the 
case of alloying in the spacer (in other cases the agreement is equally 
good). The good agreement between both calculations (number of atoms 
for the larger supercell increases two times) is obvious. 

Finally, in Fig. 9, for the trilayer Co5/(Cu85Nii5)s/Co5 we compare 
the results of the supercell calculations with CPA-type transport calcu- 
lations neglecting vertex corrections. In this limit we can still use the 
expression given by Eq. (8) but now specified to the 1 x 1-supercell case 

and with gf^(z) and g^{z) substituted by (flf^fc)) and \9N°\(
Z
))I 

where (...) denotes the CPA configurational averaging. The essence of 
the approximation thus consists in an independent configurational aver- 
age of two Green functions keeping in mind that quantities B\ (E) and 
Bpf(E) are related to non-random leads. The results now also depend 
on the choice of layers 1 and N between which we determine the conduc- 
tance, i.e., the results neglecting vertex corrections which are based on 
Eqs. (8) and (13) are no longer identical. The CPA results are qualita- 
tively similar to those obtained from the supercell calculations although 
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the CPA conductances are somewhat smaller, indicating perhaps that 
using a CPA-type approach vertex corrections ought to be included for 
CPP transport. 

CONCLUSIONS AND OUTLOOK 

We have presented an ab initio formulation of CPP transport in mag- 
netic trilayers (spin valves). The approach is formulated within the 
framework of the TB-LMTO method and surface Green functions and 
can easily be generalized to lateral supercells, in particular since the 
lead supercell surface Green functions can be obtained from the surface 
Green function of the original two-dimensional lattice by means of a 
lattice Fourier transformation. 

We have considered a number of interesting geometrical arrangements 
for both the ballistic and diffusive transport and discussed the results 
of the numerical calculations in terms of partial conductances of the f- 
and j-channels in the F and AF alignments. Although all calculations 
were done for the reference Co/Cu/Co(001) trilayer the present results 
have a broader validity because in quite a few binary magnetic systems 
the scattering in one spin channel can be significantly larger than in the 
other channel. We also discussed the effect of quantum oscillations of the 
magnetocurrent. Extensive numerical tests seem to indicate that already 
5x5-supercells containing 25 atoms averaged over a limited number of 
random configurations (typically a configurational average over 5 differ- 
ent configurations was employed) give representative results for the CPP 
magnetoconductance. The present approach can also be generalized to 
the case of transport across a barrier (semiconductor or transition-metal 
oxide spacer or vacuum) as well as to the case of superconductor-metal 
interfaces. 
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ABSTRACT 
We review the theory of oscillatory magnetic coupling in metallic multilayers across 

alloy spacers. We illustrate the relationship between the frequencies of the oscillations 
and the extremal caliper vectors of the Fermi surface of the spacer by explicit calcula- 
tions for Cufi-^jNia:, Cr(i_T)Va, and Cr(i_a)Mo* alloys. We argue the measurement 
of the frequencies of such oscillations can be an extremely useful and cheap probe of 
the Fermi surface of random alloys. 

INTRODUCTION 

Many random alloys such as Cu^^Ni^, Cu(1_a.)Aua; are metals and 
therefore have Fermi surfaces in a well defined sense [1]. Moreover, these 
Fermi surfaces determine many of the properties of these scientifically 
interesting and technologically important class of materials. Thus, it 
would be useful to know what these Fermi surfaces are like and how they 
evolve with changing concentration. Unfortunately the classic probes of 
the Fermi surface such as the measurement of the de Haas van Alphen 
(dHvA) oscillations [2, 3] work only if the quasi-particles can complete 
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a cycle along the Landau orbit between two scattering events associated 
by deviations of the crystal potential from periodicity. As it happens this 
physical requirement of long quasi-particle life times translates into very 
small, ~ppm, concentration of impurities and hence no dHvA signal 
is expected for the concentrated alloys of interest. This leaves, until 
recently, two dimensional Angular Correlation of (Positron) Annihilation 
Radiation (2d ACAR) and Compton Scattering (SC) studies, which do 
not require long quasi-particle life times, as the only source of reasonably 
direct quantitative information about the Fermi Surfaces of Random 
Alloys [4]. Our aim here is to argue that measurements of the oscillatory 
coupling between magnetic layers across random alloy spacers can also 
provide such information. 

In short, what one measures is the exchange coupling J\2{L) between 
magnetic layers 1 and 2 separated by a non magnetic spacer layer of 
thickness L made of a random metallic alloy. A schematic picture of the 
experiment configuration is shown in Fig. 1 and the exchange interaction 
Ji2 is defined in terms of the magnetic interaction energy 6En(L): 

5EU{L) = J12(Z) MiMa, (1) 

where Mi, M2 are the average magnetization of magnetic layers 1 and 
2 respectively. As was discovered by Parkin et al [5], and has been 
observed for a vast variety of systems [6], J12(i) oscillates between being 
Ferromagnetic, J12 < 0 and Antiferromagnetic, Jn > 0 as a function of 
the separation L. In fact most experiments seem to be consistent with 
the formula [7, 8] 

Jn{L) = -^J2A-cos(Q^L + ^) e_L/A"> (2) 

where each contribution v = 1,2,... is characterized by the period Pv = 
2TT/QU, amplitude A„, phase <j>„ and coherence length A„ which is infinite 
for pure metal spacer but is finite if the spacer is a random metallic 
alloy. Our discussion will focus on the astonishing fact that Qv is a 
quantitative measure of a geometrical feature of the Fermi surface of the 
infinite (bulk) spacer metal. In fact, most theories predict the form in 
eq. (1) asymptotically for large L and Qu turns out to be an extremal 
caliper vector, connecting two opposite points on the Fermi surface, in 
the direction perpendicular to the plane of the magnetic layers, that is 
to say in the growth direction of the multilayer system [7, 8, 9, 10]. This 
result is well confirmed for a large number of pure metal spacers. In 
the next two sections we review the agreement between the predicted 
and measured evolution of Qv with concentration x for random metallic 
alloys. In section 5 we will discuss the exponential damping factor and 
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Figure 1    Schematic view of a sandwich structure of 1 and 2 magnetic layers separated 
by a non magnetic spacer layer C which could be disordered in general. 

1 
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in section 6 we present an asymptotic theory for the amplitudes and the 
phases Qu. 

The interest in the above interlayer magnetic coupling has arisen in 
the wake of its discovery, because of its connection with the technolog- 
ically very important Giant Magneto-resistance (GMR) phenomenon. 
From this point of view the problem is largely solved. The physical 
mechanism is understood to be the planar defect analogue of the RKKY 
interaction between point like magnetic defects in metals, enhanced by 
confinement [7]. In this contribution we wish to emphasize another as- 
pect of the problem. Namely, we shall explore the possibility of using the 
oscillatory coupling phenomenon as a new probe of the Fermi surface in 
transition metal alloys. Clearly, compared with 2d-ACAR the measure- 
ment of these oscillations is simple and cheap and hence the prospects of 
such a project are bright. However, before the full power of the method 
can be assessed, both the experimental technique and the theoretical 
framework used to interpret the data will require further scrutiny. In 
what follows we will present a few initial steps in the direction of the 
latter. ' 

EVOLUTION OF THE FERMI SURFACE OF 
CU(1.X) NIX    ALLOYS WITH CONCENTRATION 
The FCC Cu^.^Nlr alloys are one of the best known examples for 

which the rigid band model completely misconstrues the nature of the 
changes in the electronic structure on alloying [11, 12]. Thus a direct 
experimental study of the Fermi surface is of fundamental interest from 
the point of view of the electronic structure of metallic alloys. 

Oscillations for this alloy systems have been observed in three sep- 
arate experiments. Parkin et al. [13] and Bobo et al. [14] studied a 
Co/Cu(1_:r)Nir/Co system with (111) growth direction, while Okunoei 
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[HO] [100] 

(c) 

[11-2] 

Figure 2 Three different cross sections of the Cu Fermi surface in the repeated zone 
scheme with all the extremal vectors: (a) perpendicular to the [1-10] direction at 
distance Afc=0 to the V point, (b) perpendicular to the [001] at distance Afc=0 and 
(c) perpendicular to the [111] at Ak=\/3/2. 

ai[l5] studied the same system for the (110) orientation. The relatively 
long oscillation period (~ 10Ä) observed in all of these experiments is 
believed to correspond to neck caliper vectors of the Cu-like Fermi sur- 
face of Cu(1_;r)Ni;r alloys for x < 0.4. In particular in the case of (110) 
direction, the caliper vector is the diameter of the neck itself, while in 
the case of (111) orientation it spans the neck in an angle of 19.47° 
with respect to the neck plane. In fig. 2 all the extremal vectors for 
the (100), (110) and (111) directions are shown. The ones we already 

mentioned for the (110) and (111) directions are the Q{JJ0) and Q^ 
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Figure 3    Comparison of the calculated large periods as functions of Ni concentration 
with the experiments of Bobo et al [14] and Parkin  et al [13] for the period -Pjn,) = 

2n[Q[\]n)]-
1 (a) and Okuno  et al [15] for the period P^w) = 2ir[Qlff10)]-

1 (b). uo)J 

respectively. In the refs. [10, 16] we have calculated the concentration 
dependence of these extremal vectors using the KKR-CPA electronic 
structure method [11, 17] and have compared the predicted oscillation 
periods with the experimental ones. We present that result also in fig. 3 
for both the (110) and (111) orientations. 

The decrease with concentration of the neck diameter, resulting in an 
increase of the oscillation period, is in qualitative agreement with the 
Rigid Band Model. Indeed, that decrease comes from the fact that an 
electron-like neck of the Fermi surface such as the one we are looking 
for is expected to shrink when electrons are removed from the system 
(for instance by increasing the Ni concentration) but the calculated as 
well as the observed shrinkage is more gentle than the predicted from 
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the Rigid Band Model. The excellent agreement between our calculation 
and the experiment as illustrated in fig. 3 is one more striking example 
of the success of the CPA theory in binary alloy systems. The relatively 
simple Fermi surface of the Cu(1_a.)Nia; binary alloy system (x < 0.5) 
makes it easy to examine whether the evolution of the Fermi surface with 
alloying is in agreement with OMC measurements, and as is illustrated 
in fig. 3 that agreement is excellent. In the next section a binary alloy 
system with much more complicated Fermi surface is examined, namely 
the CTI-XVX binary alloy. 

WHICH PIECE OF THE FERMI SURFACE 
DRIVES THE LONG PERIOD OSCILLATIONS 
ACROSS CR(1.X) Vx    SPACERS? 

Although the long period (~18 Ä) oscillation for Fe/Cr/Fe was the 
first example in which Oscillatory coupling was discovered [5], until re- 
cently the origin of the long period oscillation was the subject of an 
open debate [9, 18, 19, 20, 21, 22, 23]. In the literature, the most popu- 
lar caliper vectors for being relevant are those spanning the electron-like 
lenses of the Fermi surface and the hole-like ellipsoidal pockets centered 
at the N points. A further point of interest is that the long period os- 
cillation appears to be unaffected by the orientation of the specimen, at 
least for the (100), (110) and (211) directions, leading to the conclusion 
that the coupling comes from a fairly isotropic region of the Fermi sur- 
face [24]. The extra complication that makes it extremely difficult to 
associate the oscillation period with a specific piece of the Fermi surface 
comes from the fact that the Cr Fermi surface is fairly complicated with 
high degree of nesting features arising from the d-states. It is rather dif- 
ficult even to enumerate all the extremal vectors of the Fermi surface and 
of course the procedure of just comparing the experimental periods with 
the frequencies of the Fourier transform of a total energy calculation to- 
tally fails in this case. Of course the panacea would be to calculate the 
amplitudes of the individual oscillatory terms and reveal which terms 
are dominant. Such calculations have been done using semi-empirical 
Tight Binding methods [9, 23], and although the size of the associated 
period is significantly smaller than the observed, they conclude that the 
origin of the oscillation is the N hole-like pocket for both the (100) and 
(110) orientations. Unfortunately, other authors are drawing different 
conclusions [19, 24]. 

In ref. [25] we suggested that the evolution of the Fermi surface with 
alloying in the Cr spacer could give conclusive answer to the debate. 
Indeed, there are experiments on the OMC across CTn_x\Vx as well as 
Cr(1_a;)Mna; spacers for poly-crystalline samples with (110) predominant 
orientation [26].   The idea is that if the origin of the oscillation is an 
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Figure 4 (a) Cross sections of the pure Cr (solid) and of Cro.ssVis (dotted) Fermi 
surfaces, perpendicular to [1-1 0] direction through T point, (b) The dependence of 
the oscillation periods (corresponding to the extremal vectors shown in (a)) with V 
concentration. Experimental data from ref. [26] for Fe/Crfi-^V* and ref. [30] for 
Co/V sandwiches are also included in (b) for comparison. 

electron-pocket then that pocket should shrink as V is added enhancing 
the size of the oscillation period. If on the other hand, the origin is a 
hole-like pocket the period should decrease when electrons are taken out 
by replacing Cr atoms by V impurities. The opposite apply in the case of 
alloying with Mn. What the experiment shows is a monotonic decreases 
of the period with V concentration and increase with Mn concentration, 
which is consistent with the source of oscillation being a hole-like pocket. 
Of course the RBM is not quantitatively correct in general, but it serves 
as a good qualitative picture. Of course, our calculation is based on 
the KKR-CPA method and so one expects the agreement to be better 
than merely qualitative level. In fig. 4 the experimental period is shown 
as a function of the V concentration along with the theoretical (KKR- 
CPA) periods predicted from various extremal vectors of the alloy Fermi 
surface. As we see the period predicted from the N-hole-like pocket is 
the only one which agrees quantitatively with experiment. Thus, our 
results strongly suggest that the source of the oscillations for both pure 
Cr as well as Cr(1_a;)Va; spacers is the N-hole-like pocket of the Fermi 
surface [25]. For this particular case the rigid band model seem to agree 
quantitatively with the more accurate CPA result, as has been shown 
by Koelling [27] who used that model to draw similar conclusion to ours 
for the Cr spacer long period oscillation. 
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oscillation periods for each of the (110), (100) and (211) directions corresponding to 
the Ni, N6 and N9 extremal vectors respectively as functions of V concentration. 
The dependence on V concentration of the periods corresponding to the rest of the 
extremal vectors is similar but the sizes of these periods are significantly smaller 
than the ones plotted. The experimental data of Parkin for Fe/Cr(1_x) V* [26] and 
Co/V [30] sandwiches are also included in (c) and refer to the (110) direction. 
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The lattice mismatch at the interfaces of the sandwich structures, is 
one of the factors that could affect the agreement between theory and 
experiment in comparing the sizes of the oscillation periods to the sizes 
of the extremal vectors of the bulk Fermi surface [28]. In the case of 
Cr as well as CTH_X\VX spacers, that lattice mismatch is not important 
since the lattice constants of Cr, V, and Fe are very close to each other, 
but in other cases like for example Fe/Mo/Fe or Fe/Crj-^Mo^/Fe al- 
loy spacers the effect of lattice mismatch might be large enough to be 
ignored. Thus, for instance, in ref. [28], we argue that it could be the 
explanation for the dramatic discrepancy between the Rigid Band idea 
and the significant decrease with concentration been observed experi- 
mentally for Fe/Cri-sMo^/Fe systems. The point is that since Cr and 
Mo are isoelectronic, according to the Rigid Band Model no change in 
the Fermi surface, and therefore in the period of the oscillation, is ex- 
pected with alloying. We argue in ref. [28] that the size of the effect of 
lattice mismatch may be enough to resolve the dilemma. However, one 
needs to know more about the exact geometry of the sandwich structure 
before drawing definite conclusion. 

Having established the relation of the N-hole pocket and the OMC 
across Cr and CT^_X)VX spacers the OMC can become a powerful ex- 
perimental technique for studying the geometry of that pocket and how 
it evolves with concentration. In particular the N-hole pocket ellipsoid 
appears to grow isotropically with V concentration as is shown in fig. 5. 
In that figure the periods predicted form the 3 smallest N pocket ex- 
tremal vectors for the (100), (110) and (211) directions are shown as 
functions of V concentration. That does not appear to be the case in 
recent 2d-ACAR experiments [29] where a rotation of the N-hole pocket 
is observed with increasing concentration of Vanadium. The only ex- 
perimental technique apart from 2-d ACAR which could resolve this 
extremely delicate feature of the Fermi surface appears to be the OMC. 

Finally, it is of some interest to note that the long period oscillation 
across Cv^_x)Vx spacers is an example in which the alloy theory gives a 
conclusive answer, by continuity, to an outstanding problem concerning 
the pure metal spacer system. 

THE EXPONENTIAL DAMPING DUE TO 
DISORDER SCATTERING 

As we have already mentioned an exponential damping of the OMC 
is inevitably present in the case of disordered binary alloy spacers. The 
characteristic length of the damping, i.e. the quantity A^ in the eq. (2) 
is related to the coherence length of the quasi-particle states at the end- 
points of the extremal vector, which is a measure of the mean free path 
for these states. A convenient quantity to describe the electronic struc- 
ture of substitutionally disordered systems such as the random binary 
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alloys is the so called Bloch Spectral Function (BSF) As(k, E) which is 
the number of states per Energy and wave length [11]. In the case of pure 
metals, that function is simply a sum of delta functions either as function 
of E at a constant wavevector k, or as a function of the wavevector k 
for constant value of the energy. For constant E = Ef, where Ef is the 
Fermi energy, the positions of the peaks in k-space define the Fermi sur- 
face of the metal. The k-space representation is still a good description 
of the electronic structure of the alloy although strictly speaking there is 
periodicity only on the average. In terms of the BSF, the fundamental 
difference between a pure metal and a disordered alloy is the lowering 
of the height and broadening of the ^-function peaks of the pure metal. 
Thus, a Fermi surface for the alloy is still defined through the position 
of the peaks but these peaks have a finite width, the inverse of which 
defines the coherence lengths we mentioned above. In a simple theory 
for the OMC for disordered spacer, we showed in ref [10] that 

r = ^+)-rl")' (3) 

where T^+\ F^ are the widths of the BSF peaks along the direction 
of the extremal vector with (+) and (-) labeling the two peaks at the 
end-points of the extremal vector. Of course the Fermi surface is well 

defined if the size of T(
v ' and Fl~' is small compared to Qv, i.e. the size 

of the extremal vector itself. In that case of course, A„ is large compared 
to the oscillation period Pu, i.e. no damping is observed within the first 
few oscillation periods. 

In the light of the above discussion, the obvious question is how broad 
are the spectral functions for the cases of extremal vectors we consid- 
ered above for the Cu(1_:c)Nia; and Cr^.^V* Fermi surfaces? In fig 6 we 
show the BSF along these extremal vectors. We see that for Cu(1_a.)Nia; 

at concentrations of the order x « 0.5, where an electronic topological 
transition (ETT) takes place [31], the widths become comparable with 
the size of the extremal vectors. On the other hand for Cr^^Va; the ex- 
tremal wave vector size is always very large compared to the width of the 
peaks. The BSF peaks for the N-hole pocket appear to be the sharpest 
for the whole Fermi surface. Although ETT occurs in other parts of the 
Fermi surface, the N-hole pockets are robust in alloying, with only its 
total volume increased as more V is added. Thus, in both Cun.^Nij; 
(x < 0.4) and Cr(1_a.)Va; for the whole range of V concentration, no 
significant damping is expected in agreement with the experiments on 
these two systems [13, 14, 15, 26]. 

It would be interesting if an alloy spacer system was found with a 
topological transition (ETT) taking place near the extremal vector at 
some value of the concentration x0. The exponential damping of the 
OMC for values of x close to x0 could be measured and the dramatic 
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prediction of the theory is that no oscillation would be observed for the 
concentration where the ETT occurs. Such an experiment would be a 
direct observation of the ETT. Moreover, the characteristic length of the 
damping for x close to but not equal to x0 would be a direct measurement 
of the coherence length at particular points of the Fermi surface, i.e. the 
endpoints of the extremal vector. Of course such measurements require 
further refinement of the experimental techniques used for measuring 
the OMC. 

CALCULATIONS OF THE AMPLITUDES A 
AND PHASES <f> 

The asymptotic analysis leading to a theory of the amplitudes Av 

and the phases <f>v has been carried out within a number of approaches 
to the problem of calculating the distortions in the electronic structure 
of the spacer by the magnetic layers [32]. In particular, it was carried 
out for the powerful, fully first principles screened KKR method [33]. 
Quantitative calculation of the asymptotic formulas are compared with 
the results of full total energy calculations and experiments in fig. 7. 
Similar calculations for alloy spacers are in progress. 

As can be seen in fig. 7 the agreement between our calculated am- 
plitudes and phases with both theoretical [34] and experimental re- 
sults [35, 36] for the OMC across Co/Cu/Co is remarkable for all the 
orientations. In particular there is very good quantitative agreement 
between our results and Lang et al. [34] in the amplitudes as seen in 
fig. 7a for the (100) orientation. Furthermore, there is excellent agree- 
ment with the experiments of refs. [35, 36] concerning the phases and 
periods, i.e. the positions of AF peaks, as seen in the inset of fig. 7b 
and in fig. 7c. There is only agreement in the order of magnitude with 
experiments concerning the size of the interaction. For example, for the 
(100) orientation Johnson et al [35] have measured 0.4 mJ/m2 for an av- 
erage Cu thickness of 6.7 ML, while we find 3.3 mJ/m2 and -1.0 mJ/m2 

for 6 and 7 ML respectively. For the (111) Johnson et al.[35] measured 
1.1 mJ/m2 for 4 ML of Cu thickness, while our calculated value for the 
same thickness is 2.1 mJ/m2. The agreement with experiments with 
regard to the amplitudes, although it is restricted to the order of magni- 
tude so far, is at least convincing evidence that our models describe the 
effect which is also seen by experiments. In conclusion, we note that the 
asymptotic formulas such as the one we derived in [32] may play a role in 
interpreting OMC experiments similar to that of the Lifshitz-Kosevich 
semi-classical formula [37], used to deducing the Fermi surface geometry 
from the measurement of the de Haas van Alphen oscillations. 
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ABSTRACT 

In this paper, we investigate the magnetic linear dichroism in the core-level photoemission spectra 
of the binary alloys CoxNii.x and FexNi!.x /Cu(100).These epitaxial films have fee structures, but very 
different magnetic behaviors. We show that the x-ray magnetic linear dichroism in photoemission 
(XMLD) signal tracks the magnetization in these alloys. Comparison with recent SQUID data provides a 
quantitative check and endorses the view that XMLD monitors the element-specific magnetometry. 

INTRODUCTION 

Magnetic dichroism in absorption and core-level photoemission has emerged as 
new tool for probing magnetic properties. Core-level spectroscopy is inherently 
element-specific and offers the possibility to investigate element-specific magnetic 
properties. In particular, it has been shown that changes in the magnetization can be 
tracked element-specifically [1,2]. 

However, a lack of consensus on what constitutes the spectroscopic multiplet 
structure raises questions concerning the applicability of this method. In this paper, we 
present results which show that the dichroism of the spectral lineshape track the 
changing magnetization in these alloys. Specifically, we report on the concentration 
dependence of the magnetic dichroism for fee CoxNij.x and FexNij.x ultrathin alloy 
films of the 3p core levels in photoemission with linearly polarized light (XMLD). In 
the case of CoxNii_x alloys we have also compared the dichroism obtained in absorption 
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with circular polarization and in photoemission with linearly polarized light, and 
observed essentially the same trends in behavior using both methods[3]. 

EXPERIMENTAL METHODS 

We have chosen fee CoxNi!_x and FexNi!_x binary alloys because of their very 
different behaviors in the bulk. CoxNi!_x is structurally and magnetically well-behaved: 
in particular the magnetic moment varies linearly as a function of concentration [4]. This 
is in sharp contrast to fee FexNi!_x which displays a magnetic instability at -65% Fe 
content [5]. An extended regime of fee stability is possible via epitaxy on Cu(100) [6- 
8]. If XMLD is indeed a sensitive probe of the element-specific magnetization, we 
should expect very different behavior for this latter alloy. This has been observed and 
will be discussed in the following. 

Growth and structural aspects of CoxNi!_x and FexNi!_x/Cu(100) have been 
thoroughly studied and we found for both systems good pseudomorphicly epitaxial 
growth in the fee structure[7, 8]. The photoemission dichroism experiments were 
performed at the SpectroMicroscopy Facility on Beamline 7 at the Advanced Light 
Source, Berkeley [9]. For photoemission of the 3p core levels we utilized 190 eV 
photons (p-polarized) and collected electrons in normal emission with an angular 
resolution of 2°. The angle of incidence of the photon beam was 60° with respect to the 
surface normal and the magnetization was in the 'transverse' geometry [8]. A field pulse 
from a coil near the sample magnetized the sample along the {001} direction. 

RESULTS 

First we display the concentration dependent 3p magnetic dichroism asymmetry 
for ~6 ML COxNij.x/CuOOO) in Figure 1 [10]. For the Co 3p level we find a constant 
asymmetry of-10% which agrees with previous work by Kuch et al.[l 1], who 
investigated Co/Cu(100). For the Ni 3p level we observe a small value of-2%. The 
results of the XMLD measurement suggest that the magnetic states of the Co and Ni 
atoms are not changing, since their asymmetry remains constant as the stochiometry is 
changed. From the bulk we also know that the moments are concentration independent 
[4]. This might be regarded as evidence that the XMLD asymmetry is tracking a 
quantity closely related to the element-specific magnetic moment [2]. 

In Figure 2 we show the magnetic dichroism asymmetry for the Fe and Ni 3p 
levels. We notice a high asymmetry for the Fe 3p level at low Fe concentrations which 
is strongly reduced at high Fe concentrations. As explained previously [8] we can 
identify three regimes (I-III) on the basis of the variation of the atomic volume and the 
Fe magnetic asymmetry[8]. Clearly the concentration dependence is now distinctively 
different in the Fe x Nii.x alloy. (In our figures, we have added lines as guides to the 
eye.) 
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DISCUSSION 

We want to discuss now to what extent XMLD can be used for elemental 
magnetometry of alloys. We were encouraged to pursue this aspect of our work by the 
results of Sirotti et al. on Fe bulk samples [2]. They compared the low-temperature 
dependence of the Fe 3p linear dichroism and asymmetry in the spin-polarization of 
secondary electrons. The latter is now very well established to be proportional to the 
magnetization [12]. Sirotti et al. observed that both techniques gave identical results and 
they concluded that the XMLD asymmetry is indeed proportional to the overall 
magnetization in the single element systems. 

1 
E 

I 

40        60 
Co content/% 

Figure 1: Concentration dependence of the Co (points) and Ni (squares) 3p asymmetry for 6 ML 
thick films at 300 K. 

As shown in Figure 1, the element-specific magnetic properties of Co and Ni in 
CoxNij.x remain constant. From these data, we find that the average dichroism 
asymmetry for Co and Ni is 9.8% and 2%, respectively. 

We can replot the data of fig. 1 by 'calibrating' the average asymmetries in the 
following way: (i) 9.8 % asymmetry equals 1.7 mB for Co and (ii) 2 % asymmetry 
equals 0.6 mB for Ni. (Here, mB stands for Bohr Magnetons.) These are the known 
magnetic moments for bulk Co and Ni[4,13]. Now we are able to calculate the average 
moment as a function of concentration for each data point. First we convert the 
dichroism asymmetry for Co and Ni into an element-specific moment. Secondly, as a 
test, we calculate the average moment using the following stochiometric equation: 

ß = x-ßColFe{x) + {l-x)-llNi{x) 
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If we replace the actual data points with the averaged dichroism asymmetry for Co and 
Ni, the solid line results, plotted in Figure 3. The error bars reflect the uncertainties of 
the original data in Figure 1. 

We can repeat this procedure for FexNi!_x alloys, for which we use the following " 
calibration": (i) 8.5 % asymmetry equals 2.5 mB for Fe and (ii) 2% asymmetry equals 
0.6 mB for Ni. In Figure 2 we have shown that the phase diagram of FexNi!_x alloys can 
be divided into 3 regimes. We concluded that Fe is in a high-spin (HS) state for 
concentrations up to -65%. Following the work of Abrikosov et al. [14] we associate 
this state with an atomic magnetic moment of 2.5 mB; for Ni we have used the bulk 
value [14]. Again we can calculate the average moment using equation (1). The solid line 
in Figure 4 is the result if we replace the actual data points by the fitted curve in Figure 
2. 

0 20 40 60 
Fe content/% 

80 

Figure 2. Concentration dependence of the Fe 3p (solid circles) and Ni 3p (solid squares) 
asymmetry at -300 K, the film thickness was 5.5 -9.0 ML. Solid line is a fit as explained in [8]. 

Clearly in order to endorse XMLD as an element-specific magnetometer we need a 
comparison to results using an absolute magnetometer. Recently Freeland et al. 
provided results to this effect on ultrathin FexNi!_x alloys [15]. They investigated 4 
ML thick FexNij.x multilayers grown mainly on a Cu (111) substrate. Using SQUID 
magnetometry they have determined absolute values of the average moment. We show 
their results together with our reploted data from figs. 3 and 4, in Figure 5. We have also 
included a data point for 6 ML Fe/Cu (100) from a previous publication of the same 
group [16]. This clearly shows an almost linear increase for Fe concentrations up to 
-65%. Extrapolation of this part of the curve to 100% Fe gives rise to a value of over 
2.5 mB, close to that of fee Fe in its HS state ( about 2.9 mB.) Further evidence that the 
Fe moment stays constant in a HS state up to 65% Fe has been provided by Mössbauer 
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spectroscopy [15]. This work confirms our conclusions based on the high value of the 
Fe asymmetry up to -65% Fe content as discussed previously [8]. 

Going beyond 65% Fe content, Freeland et al. observe a strong reduction of the 
magnetic moment towards smaller values. For pure Fe they find a magnetic moment of 
~1 mg. In this Fe-rich regime, their data show a considerable scatter of values, 
presumably due to different amounts of strain. This is particularly true for the (100) 
oriented thin films. These show a consistently smaller value of the moment than those 
in the (111) orientation. 

Co Ni   /Cu(lOO) 
X       1-x 

1.5 l 
pa 
i 

33 
01 1.0 . 
s o a 

0.5 

n 
"   0          20        40        60 80       100 

Co conf ent 1% 
Figure 3. Average moment of CoxNi^_x/Cu(100) alloy films using the 'calibration' as 

explained in the text. 

The apparent discrepancy between the previous experimental data points and our 
work (full line) in Figure 5 can be explained as follows. The difference between the 2 
data points from samples with the (100) orientation is due to the thickness. Increasing 
the thickness obviously reduces the average moment due to the relief of volumetric 
strain, which is consistent with the Mössbauer experiments on Fe/Cu(100) [17]. 
Thickness dependent magnetic and structural properties are known to exist in the 
thickness regime 4-7 ML [17-20]. This is also true for FexNi!.x/Cu(100) alloy films, as 
previously reported [8]. We suspect that the FexNi!_x(l 11) films investigated by 
Freeland et al. have not the same atomic volume as our films for Fe concentrations larger 
than 65%. Either the films in the (111) direction have not fully relaxed or there is real 
difference in the volume instability. As it turns out there is evidence for the latter. The 
structure of Fe/Cu(l 11) has been carefully determined by means of LEED I-V [21]. In 
accord with earlier reports [22], it is found that for thicknesses up to 5 ML a fee phase 
exists and we derive an atomic volume of 11.68 Ä3 for 5 ML. This value is almost 
exactly in between 11.4 and 12.1 Ä3 , which are representative for 2 different magnetic 
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phases in the case of Fe/Cu(100) [20]. We have essentially derived the same values via 
an extrapolation [8]. Following the work of Keavney et al. we associate an atomic 
volume of 11.4 Ä3 with an average Fe moment of 0.3 mB. On the other hand an average 
moment of ~2 mB has been observed for the HS state [16,17]. Making the reasonable 
assumption that the moment is a linear function of the atomic volume [16] we determine 
an average moment of ~1 mB for fee Fe/Cu (111). This is in good agreement with the 
results of Freeland et al.[15]. 
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Figure 4. Average moment of FexNi1.x/Cu(100) alloy films using the 'calibration' as 
explained in the text. 

It is also important to note that Tian et al. do not observe extra spots in the fee 
phase, contrary to the observation for fee Fe/Cu(100) [18, 20, 23]. Obviously, the 
structural instabilities and therefore magnetic states do not manifest themselves as 
clearly for pure Fe/Cu (111) as compared to Fe/Cu(100). Our work and the results of 
Freeland et al. agree that for up to -65% Fe content Fe is in a HS state. Beyond this 
concentration the behavior of the atomic volume for FexNi!_x in the (100) and (111) 
orientation is different. 

So far we have discussed our results in terms of ground state properties. However 
our measurements have been performed at temperatures in the range 250-300 K. We 
will show that any effect of temperature is rather minimal and not significant in the 
present context. The variation of the magnetization for bulk Ni is given in reduced 
temperature units T/Tc in Kittel [13]: e.g., for T/Tc=0.7 the magnetization is still 80 % 
of M(0 K). As an example, we investigated ~6 ML thick Ni/Cu(100) with XMLD and 
we know that Tc~400 K [24]. This means that 300 K is equal to 0.75 in reduced units. 
Consequently the error associated with the measurement at 'high' temperatures is much 
smaller than the error bar for the Ni XMLD asymmetry (see Figure 4). It is the latter 
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which results in the rather large error bar of our average moment plot in figs. 3 and 4. 
Alloying Ni with Co pushes the Tc(d) dependence quickly up [7]. We find for 6 ML 
CoioNi9o that 300 K is equivalent to -0.65 in reduced units. Now the magnetization has 
only decreased by -10%. This trend of a decreasing deviation of the magnetization 
continues if the Co content is increased. Therefore we conclude that the error due to 
thermal excitations can be neglected and is at all times smaller than the error bar of the 
average moment (see Figure 3). We can now apply the same reasoning for FexNij.x 

alloy films. For concentrations up to -65 % Fe the thermal excitations account for only 
-10% decrease in M(0 K). 

to 
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Figure 5. Comparison of the calibration curve of Figure 4 and the results of Freeland et al.( 
points/open squares are for (111)/(100) orientation) [15]. Included is also a data point from 
Keavney et al. (square)[16]. Triangle follows from Kümmerle et al. on Fe/Cu(lll) [22]. 

For concentrations beyond 65% Fe we have to assume a larger deviation. As 
shown in a previous publication [7] Fe75Ni25/Cu(100) alloys show only weak 
thickness dependence of Tc in the thickness interval -4-10 ML. The value is around 300 
K, which is not much higher than 250 K, the temperature during thickness dependent 
measurements [8]. We now estimate that the magnetization has decreased by 40 %. 
Therefore we should replace the value of 0.3 mg for pure Fe with 0.5 mg. This is still 
significantly too small when compared with the data of Freeland et al. for the (111) 
orientation. Therefore the remaining differences are mainly due to the different volume 
instability for FexNii_x/Cu (111). 

SUMMARY 

We have systematically investigated element-specific magnetic properties with 
XMLD for two different binary alloys. These results endorse the use of XMLD in 
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photoemission as an element-specific technique for studying ferromagnetism in 
metastable, binary-alloy, pseudomorphically epitaxial films. The difference in the 
spectral lineshapes when the direction of the magnetization is switched reflects the 
magnitude of the magnetization. This is clearly reflected in the contrasting behavior of 
the CoxNi!.x and FexNii_x alloys with changing stochiometry. The observed behavior of 
the ferromagnetic response suggests a simple summing of the magnetic moments, 
depending on the alloy composition. This in turn further underlines the magnetometry 
deduced from the XMLD signals. 
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INTRODUCTION 

TiC having high melting temperature (3340 K) and relatively low density (4.9 Mg • m"3) is 
considered to be promising as structural material at very high temperatures above 1500 K. Industrial 
applications of TiC have been limited, however, only to hard materials or cutting tools because of its 
low fracture toughness at ambient temperature. To improve the fracture toughness is essential to 
develop TiC as a structural material. Many studies have addressed the improvement of fracture 
toughness in ceramics by incorporating a second phase1. Among them, some as-synthesized ex-situ 
(artificial) composites reinforced by a second phase were found to possess fracture toughness of an 
acceptable value for industrial material. However, the ex-situ composites consisting of non-equilibrated 
constituents were degraded in fracture toughness as well as high temperature strength during exposure 
to high temperature owing to the formation of brittle phase(s) at the interface. These results suggest that 
a second phase which can be equilibrated with a ceramic should be incorporated to improve the 
mechanical properties of ceramics at ambient and elevated temperatures. 

Refractory metals such as Nb and Mo will be attractive second phases to introduce into TiC, since 
they can create in-situ composites with TiC, and in-situ composites to be developed are necessary to 
have melting temperature much higher than 1500 K. Moreover, according to the ternary phase 
diagrams of Nb-Ti-C and Mo-Ti-C systems2,3, Nb and Mo are equilibrated with TiC in a relatively 
wide composition range at high temperature. This means that in-situ composites can be fabricated with 
a wide variety of volume fractions of the ductile phase. In-situ composites for high temperature 
applications are of great advantage with respect to thermodynamically stable interface between two 
phases, as compared with ex-situ composites. In this paper, in order to evaluate the potential of 
TiC/Mo(Nb) in-situ composites as structural material, high temperature strength and ambient 
temperature fracture toughness were examined in relation to microstructure. 

EXPERIMENTAL PROCEDURE 

Referring to the pseudo binary Mo-TiC phase diagram in Fig.l4, nominal compositions were 
selected with Nb-40mol%TiC, Nb-20mol%Mo-40mol%TiC, Nb-40mol%Mo-40mol%TiC, Mo- 
40mol%TiC and Mo-23.5mol%TiC (eutectic composition). These alloys will be hereafter abbreviated 
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Figure 1.    Pseudo binary phase diagram of Mo-TiC4. 

as Nb-40TiC, Nb-20Mo-40TiC, Nb-40Mo-40TiC, Mo-40TiC and Mo-23.5TiC, respectively. 99.6 
mass%Nb, 99.98 mass%Mo and 99.4 mass%TiC powders were blended by a cross rotary mixer and 
arc-melted in an Ar atmosphere. The arc-melted buttons were annealed to examine the stability of 
microstructures. Microstructures were observed in an optical microscope and a scanning electron 
microscope (SEM). Existing phases were identified by an X-ray diffractometer (XRD), an electron 
probe micro analyzer (EPMA) and a transmission electron microscope equipped with energy dispersive 
X-ray spectroscopy (TEM-EDX). Compression tests were carried out at temperatures from 1473 K to 
1873 K in an Ar atmosphere at a strain rate of 1.6 x lOV1 on an Instron 8562-type machine. 
Resistivity of a ductile phase to cracking due to indentation was investigated by using a Vickers 
hardness tester at room temperature. Fracture toughness at room temperature was evaluated using arc- 
melted Mo-23.5TiC and Mo-40TiC with different volume fractions of constituent phases. After arc- 
melting (AM) both alloys were hot-isostatically pressed in an Ar atmosphere at 190 MPa and 2073 K 
for 2 h to ininimize cavities. In order to investigate the effect of microstructure on fracture toughness, 
two other fabrication processes of directional solidification (DS) and hot-pressing via powder 
metallurgy (HP) were employed for different microstructures, since it was difficult to change the 
microstructure only by heat treatment. This experiment was carried out only for Mo-40TiC, because 
high-temperature strength is much higher at this composition than at eutectic Mo-23.5TiC. DS 
process by the floating zone method in an induction furnace was performed in a He atmosphere at a 
traveling speed of 30 mm/h. Blended powders of Nb, Mo and TiC were hot-pressed at 2073 K and 70 
MPa for 2 h to facilitate sintering and annealed at 2073 K for 24 h to homogenize chemical composition 
and stabilize microstructure. To evaluate the fracture toughness of these composites three-point 
bending test was carried out at a cross head speed of 8.3 x 10"6 m • s'1 using bend samples of 3 mm 
(thickness) x 6 mm (width) x 30 mm (length) with a span length of 24 mm. The single-edge notched 
beam (SENB) method was used owing to the difficulty of introducing a sharp pre-crack with fatigue 
test. A notch with a notch length to width ratio of 0.5 was introduced by electro-discharge machining 
with a thin wire of 100 um in diameter. The direction of the notch was perpendicular to the growth 
direction for DS sample. The surfaces of bend samples were chemically polished with a colloidal 
solution consisting of Si dioxide. The bending test was performed at ambient temperature in air. 

RESULTS AND DISCUSSION 

Figure 2 shows optical micrographs of as-cast composites. Primary phase particles and eutectic 
lamellae are observed in Mo-40TiC. The primary phase was identified as TiC by EPMA. No 
discernible precipitate was seen in TiC except for Nb-40TiC. After annealing at 1873 K for 24 h, fine 
precipitates were observed in the primary TiC phase. The size of these precipitates increased with 
increasing Nb concentration. Since no phase was detected by XRD except A2 and Bl phases, the 
precipitates in TiC were regarded as an A2 (bcc) phase. Substitution behavior of Mo and Nb in the 
composites was analyzed by EPMA and TEM-EDX. It was found that Nb substitutes for Ti in TiC 
more preferentially than Mo does. TiC and NbC have Bl structure and form a complete solid solution 
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Figure 2.   Optical micrographs of Nb-Mo-TiC as-cast composites: (a) Nb-40TiC, (b) Nb-20Mo- 
40TiC, (c) Nb-40Mo-40TiC.and (d) Mo-40TiC. 

at 1873 K. In Mo-C binary system, a MoC has Bl structure above 2233 K. In Mo-Ti-C ternary 
system, TiC and MoC do not form a solid solution below 2273 K. Accordingly, the substitution of Nb 
for Ti in TiC at 1873 K is more preferential than that of Mo. Figure 3 shows the temperature 
dependence of compressive yield stress of TiC/Mo(Nb) in-situ composites in the temperature range 
from 1273 to 1873 K. It is evident that yield stress tends to increase by alloying with Mo and Nb- 
40Mo-40TiC shows the highest yield stress above 1673 K. It should be noted that yield stresses of Nb- 
40Mo-40TiC and Mo-40TiC are higher than those of monolithic TiC above 1473 K. It is generally 
accepted that yield stress of a composite is controlled by the rule of mixture. And high temperature 
strength of a ductile bcc phase-toughened ceramic is known to degrade by the bcc phase. Since both Nb 
and Mo are soluble in TiC as described above, TiC seems to be significantly solid solution strengthened 
by Mo. Indeed, the present EPMA result indicated that Mo content in TiC increases with increasing Mo 
content in TiC/Mo(Nb) composite. Monolithic TiC has been reported to be strengthened more 
significantly by Mo than by Nb5. On the other hand, Mo has been found to be solid solution 
strengthened by alloying with Nb6. Eventually the highest yield stress of Nb-40Mo-40TiC above 1673 
K will be interpreted in terms of the rule of mixture. 

Figure 4 shows the SEM micrographs indicating cracks introduced by indentation tests for Nb- 
20Mo-40TiC. While cracks propagate almost straight to a long distance in TiC of as-cast sample as 
shown in Fig.4(a), the length of cracks is distinctly reduced in annealed sample as shown in Fig.4(b). 
Vickers hardness and crack length measured by the indentation tests are summarized in Table 1, where 
crack length was measured from the corner of an indentation trace to the tip of a crack. The hardness 
values would be apparent because of extensive cracking around the indentation trace depending on 
composition and heat treatment. The average crack length of composites is smaller than that of 
monolithic TiC, and the crack length of annealed samples is less than half the length of as-cast samples. 

0. 
s 

b 

0 
1200 

•   Mo-40TiC 

Ä ■   Nb-40Mo-40TiC 
\\ A   Nb-20Mo-40TiC 

V \ \ ♦   Nb-40TiC 

* v\ Vs«                   Arc-melted 
: \\ V"N.               TiC0.9 

IN718\ ^^^T^^^^^w 

— N.                ^^^^C^-^P*^ T 

. lWT3.6Re-17h02 

1400    1600    1800 

Temperature. T / K 

Figure 3.   Temperature dependence of 0.2% proof stress of TiC/Mo(Nb) at 1.6 x lOV. 
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Table 1.     Vickers hardness and crack length measured by indentation tests 

Sample Hv (2.9N) Crack length (um) 
TiC (monolithic) 2479 11 
Nb-40TiC (as-cast) 971 4.6 
Nb-40TiC (annealed) 1116 1.5 
Nb-20Mo-40TiC (as-cast) 1823 7.5 
Nb-20Mo-40TiC (annealed) 1213 2.4 
Nb-40Mo-40TiC (as-cast) 1730 9.7 
Nb-40Mo-40TiC (annealed) 1368 4.1 
Mo-40TiC (as-cast) 1777 - 
Mo-40TiC (annealed) 1636 7.8 

This result indicates clearly that crack propagation is restrained by bcc precipitates in TiC. 
Furthermore, the average crack length increases as Mo concentration increases. This change of the 
average crack length with Mo content is attributable to the particle size of bcc precipitates, because the 
volume fraction of bcc precipitates is almost the same in each composite. It has been reported that the 
ductile phase toughening is effective when the particle size of a ductile phase is larger than the process 
zone at a crack tip7. In the present composites, however, the size of bcc precipitates is less than 1 ^im as 
shown in Fig.4. This particle size will be too small to act effectively as a ductile phase. 

Fracture toughness was evaluated, therefore, by three point bending test using AM-, DS- and HP- 
processed Mo-40TiC with different thickness of Mo phase. X-ray diffraction analysis has revealed that 
Mo-40TiC in-situ composites prepared by AM, DS and HP processes are composed of TiC and Mo, 
indicating that TiC and Mo phases are thermally stable at the final annealing temperature, 2073 K. In 
arc-melted and annealed in-situ composites, fine eutectic microstructures are observed for Mo-23.5TiC 
and Mo-40TiC, as shown in Fig.5(a) and (b), respectively. TiC particles corresponding to dark areas 
were surrounded by continuous Mo phase in gray areas. The eutectic microstructure in Mo-23.5TiC 
appears to consist of colonies. On the other hand, large primary TiC particles can be observed in 
Mo-40TiC. It should be noted, however, that the thickness of Mo phase between TiC particles is 
similar for Mo-23.5TiC and Mo-40TiC, although the microstructures are quite different from each 
other. Fig.5(c) shows the microstructure of DS-processed Mo-40TiC, indicating that coarsening 
occurs during the processing. The thickness of Mo phase between TiC particles is found to increase 
by about 4 times through DS-processing. It was unsuccessful to create elongated microstructure along 
the growth direction at this DS condition. The reason is uncertain at present, but controlling of thermal 
gradient and growth speed (G/R) ratio and/or chemical composition will be needed to obtain the 
elongated microstructure. The microstructure of HP-processed Mo-40TiC is different from the melt- 
processed one, as shown in Fig.5(d). It is evident that nearly equiaxed Mo particles with sizes of about 
10-20(im are distributed together with TiC particles. Some spherical pores are observed in TiC phase. 
It has been reported that the generation of pores originates from gas contamination8. Oxygen 
adsorbed on powder may react with carbon in TiC to liberate CO gas during hot pressing. If the gas is 
enclosed in TiC grains, pores will be generated. A density of TiC single phase was reported to be 92 % 

J 

:,, 10'i.m ^ 10 urn ' j>'\>.-.'. 

Figure 4.   Microstructures after indentation test of (a) as-cast and (b) annealed Nb-20Mo-40TiC. 
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Figure 5.   SEM micrographs of (a) AM Mo-23.5TiC, (b) AM Mo-40TiC, (c) DS Mo-40TiC and 
(d) HP Mo-40TiC. 

on sintering in an induction furnace9. However, a density of HP-processed composite was found to be 
98.1 % in this study, suggesting that HP processing enhances densification because of deformability of 
TiC at high temperature. It is interesting to note that Mo-40TiC subjected to different processes has 
almost the same volume fraction of Mo phase, but different features of microstructure. 

Figure 6 shows the load-displacement (L-D curves) by SENB tests for (a) AM Mo-23.5TiC, (b) 
AM Mo-40TiC, (c) DS Mo-40TiC and (d) HP Mo-40TiC. Deviation from elastic deformation is seen 
in the L-D curves except HP Mo-40TiC. DS Mo-40TiC exhibits appreciable plastic deformation and 
yields the highest load (Pq). On the other hand, the values of peak load and displacement in AM Mo- 
40TiC are lower than those of DS Mo-40TiC. HP Mo-40TiC fractures during elastic deformation at 
a low load value. In order to investigate the difference of the L-D curves, fractography was examined 
for HP Mo-40TiC. Figure 7 shows SEM micrographs indicating (a) crack propagation and (b) 
fracture surface of HP Mo-40TiC.   It is clearly seen that the crack in Fig.7(a) propagates in a zigzag 
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Figure 6.   Load-displacement curves by SENB tests for (a) AM Mo-23.5TiC, (b) AM Mo-40TiC, (c) 
DS Mo-40TiC and (d) HP Mo-40TiC. 
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Figure 7.    SEM micrographs indicating (a) crack propagation and (b) fracture surface of 
HP Mo-40TiC. 

way and goes throughout TiC grains or boundaries of two phases, and no Mo particles show ductile 
fracture or crack bridging. Intergranular fracture is dominantly observed, although transgranular 
fracture is partially seen in TiC particles including pores, as shown in Fig.7(b). In ex-situ composites, 
a crack often initiates at a reaction phase between constituent phases, because the phase is mostly very 
brittle. By contrast, no reacted phase other than TiC and Mo is generated in the present in-situ 
composites. There could be other reason(s) for brittle behavior of Mo particles in the composite. 
Impurities in Mo such as oxgen have been reported to cause embrittlement in Mo10. Oxygen would be 
readily introduced during powder processing. In addition, pores generated by CO gas could be also an 
origin of fracture. At present it is difficult to identify the dominant source of fracture in HP composite, 
but it is suggested that oxygen plays an important role for the fracture. If this is the case, the fracture 
toughness of HP composite will be improved by developing powder metallurgy processes to eliminate 
or alleviate oxygen contamination. 

Figure 8 shows the effect of volume fraction of Mo phase on fracture toughness evaluated by three 
point bend test as a function of thickness (X) of Mo phase between TiC particles for various composites. 
It is clear that fracture toughness of TiC is increased from 3 MPa • mm for monolithic TiC to a value 
over 10 MPa ' mm by controlling microstructure. From comparison ofMo-40TiC with Mo- 
23.5TiC, fracture toughness is not necessarily increased by increasing volume fraction of Mo phase. 
On the contrary, although Mo-40TiC in-situ composite subjected to various processes has almost the 
same volume fraction of Mo, fracture toughness varies significantly. This means that fracture 
toughness is improved by changing microstructure rather than increasing volume fraction of Mo. It 
should be noted that fracture toughness tends to increase with increasing thickness of Mo phase 
between TiC particles.   This result is consistent with observations on WC/Co hard materials, where 
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Figure 8.   Effect of volume fraction of Mo phase on fracture toughness. 
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Figure 9. SEM micrographs indicating crack propagation in (a) AM Mo-40TiC, (b) DS Mo-40TiC 
and (c) DS Mo-40TiC at a higher magnification. 

fracture toughness of WC/Co composites containing high volume fraction of Co depends on thickness 
of Co phase11. Also, fracture toughness of laminated A1/A1203 composites has been reported to be 
proportional to the square root of thickness of Al phase12. 

Figure 9 shows SEM micrographs indicating crack propagation in (a) AM Mo-40TiC, (b) DS 
Mo-40TiC and (c) DS Mo-40TiC at a higher magnification. A crack propagates almost straight in 
fine eutectic regions, as shown in Fig.9(a). It appears that thin Mo layers between TiC particles are not 
resistant to crack propagation. In contrast, in Fig.9(b), thick Mo regions seem to work as bridges or 
ligaments on crack propagation. Evidently, Mo between TiC particles is heavily deformed, as shown in 
Fig.9(c). This is a clear evidence for high fracture toughness of DS Mo-40TiC. The crack also 
propagates at an interface between the two phases, which may be related to weak bonding of the 
interface. Since the coefficient of thermal expansion for TiC is higher than that of Mo, stress fields 
are generated around the interface on cooling after annealing. These stress fields will provide partial 
cracking at the interface. Many cracks are actually observed at boundaries between the two phases. 

SUMMARY 

Microstructures of fully annealed TiC/Mo(Nb) in-situ composites consist of TiC and Mo(Nb), 
and they are very stable at elevated temperature. Both Nb and Mo are soluble in TiC. Compressive 
yield strength above 1473 K of TiC/Mo(Nb) in-situ composites, Mo-40TiC and Nb-40Mo-40TiC, is 
higher than that of monolithic TiC. This is because the constituent phases, TiC and Mo, are 
significantly solid solution strengthened. Mo-40TiC fabricated by directional solidification shows the 
highest fracture toughness value of about 13 MPa • m1/2 among the composites investigated. Fracture 
toughness of melt-processed TiC/Mo in-situ composites does not necessarily depend on volume fraction 
of Mo, but depends on thickness of Mo phase between TiC particles. Crack propagation is 
accompanied with bridging and ligament formation due to the Mo phase, thereby increasing fracture 
toughness. To increase fracture toughness of powder metallurgy-processed Mo-TiC in-situ 
composites, contamination by gas impurities should be avoided. 
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DOUBLED FATIGUE STRENGTH OF BOX WELDS BY USING 
LOW TRANSFORMATION TEMPERATURE WELDING MATERIAL 

Akihiko OHTA, Naoyuki SUZUKI, and Yoshio MAEDA 

National Research Institute for Metals 
1-2-1 Sengen, Tsukuba-shi, Ibaraki 305-0047, Japan 

ABSTRACT 

The low transformation temperature welding material is developed to improve the fatigue strength by 
introducing compressive residual stress around weld. The developed welding material which contains 10% 
chromium and 10% nickel, begins to transform from austenite to martensite at about 180°C and finishes it at room 
temperature. During the transformation, the weld metal expands. This expansion induces the compressive residual 
stress around the welded part of 20 mm thick JIS SM490 steel plate. The magnitude of welding residual stress is 
estimated to be about -100 MPa for the developed joint, while that is about 500 MPa for the conventional one. The 
stress ratio effect due to the compressive residual stress makes the fatigue strength doubled. The fatigue limit for 
conventional box welds is 65 MPa, while that for developed one is about 130 MPa. 

INTRODUCTION 

Fatigue fracture causes more than seventy percent of accidental failures. The large 
structures are made by welding. The welded part has very low fatigue strength as compared to 
the base plate. This low fatigue strength of the welded part is due to stress concentration" and 
high tensile residual stress2,3'. 

Some methods have been proposed to improve the fatigue strength of welded joints by 
inducing the compressive residual stress at the fatigue critical zone4"6). However, these methods 
require additional process after welding. 

In this paper, it is shown that the fatigue strength of welded joints is improved by inducing 
compressive residual stress around the weld toe using welding wire developed for these 
experiments which expands near room temperature due to the transformation from austenite to 
martensite. 

Properties of Complex Inorganic Solids 2, edited by A. Meike et al. 
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EXPERIMENTAL DETAILS 

The material used in this experiment is 20 mm thick JIS SM490 steel plate. The chemical 
composition and mechanical properties of this steel and the welding wires are shown in Tables 1 
and 2, respectively. 

Table 1. Chemical composition of materials 

Material Chemical composition 
(wt %) 

C Si Mn Ni Cr Mo V Fe 
Welding 
material 

lOCr-lONi 
MIX50 
KC60 
KM80 

0.025 
0.10 
0.07 
0.06 

0.32 
0.39 
0.49 
0.20 

0.70 
0.90 
0.96 
1.21 

10.0 

2.66 

10.0 

0.80 

0.13 

0.42 
0.48 

Remainder 
Remainder 
Remainder 
Remainder 

Base 
Material 

SM490 
HT580 
HT780 

0.16 
0.14 
0.10 

0.43 
0.31 
0.17 

1.40 
1.41 
0.8S 

0.05 
1.25 

0.04 
0.48 

<0.01 
0.50 0.035 

Remainder 
Remainder 
Remainder 

Table 2. Mechanical properties and transformation properties of materials 

Material Mechanical properties Transformation properties 
Yield 
Strength 
(Mpa) 

Tensile 
Strength 
(Mpaq) 

Elonga 
-tion 

(%) 

Impact 
value 

(J/°C) 
Temperature 

Ms(°C) 
Strain 
ef(%) 

Welding 
Material 

lOCr-lONi 
MIX50 
KC60 
KM80 

*763 
440 
579 
760 

*868 
540 
661 
810 

*21 
32 
27 
25 

30/-20 
160/-20 
114/-5 
70/-40 

180 
590 
450 
330 

-0.55 
0.67 
0.23 

-0.02 
Base 
Material 

SM490 
HT580 
HT780 

366 
497 
821 

538 
605 
859 

30 
34 
31 

221/0 
302/-5 
246/-5 

550 
460 
440 

0.29 
0.33 
0.05 

* Obtained rom ingot. 

The developed 1.2 mm dia. welding wire which contains 10% chromium and 10% nickel has 
a special transformation property as shown in Fig. 1. The beginning temperature of 
transformation from austenite to martensite is 180°C while that of SM490 is about 500°C. This 
expansion induces compressive residual stress due to the constraints of the surrounding base 
metal. 

The relationship between stress and temperature by allowing the strain of welding wire to be 
zero during cooling is shown in Fig. 2. It is clear that compressive stress is induced at room 
temperature in the case of developed welding wire. In contrast, tensile stress is induced in the 
conventional welding wire as shown in a broken line of Fig. 2. The box welded specimens of 
Fig.3 were made by gas metal arc welding. The shielding gas contains 80% argon and 20% C02. 
The welding voltage, welding current, welding speed and heat input were 30V, 220A, 30cm/min 
and 1.3MJ/m, respectively. The pass sequence is shown in Fig. 4. 
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Figure 5. Position of strain gages to measure residual stresses. 

This was determined by considering the difference of temperature rise between base plate and 
stiffener. That is, the volume of stiffener is small as compared with the base plate, and the 
temperature of stiffener tends to become higher. Therefore, if the longitudinal ends of stiffener 
were not welded by the welded passes of 1 to 4 prior to the longitudinal weld passes of 5 to 10, 
the expansion of stiffener became large as compare with the expansion of base plate. This 
difference in expansion between base plate and stiffener introduces tensile residual stress in the 
box welds after the cooling down to room temperature. The welding passes of 1 to 4 prevented 
this kind of residual stress, because both of the length between base plate and stiffener were the 
same before the temperature rise. The edge preparation and three passes were made to increase 
the volume of weld metal which is the driving element of residual stress. The residual stress 
distribution was measured by using rosette type strain gages and cutting around them. The 
position of strain gages bonded on specimen is shown in Fig.5. The fatigue tests were conducted 
on electrohydraulic machines in an ambient air. The stress ratio was 0. The test frequency varied 
from 2 to 50 Hz corresponding to the stress range. 

RESULTS AND DISCUSSION 

Fig 6 shows the macroscopic appearance of welded part. The frank angle of weld toe made 
by the new wire is steep as compared with the conventional one. Fig. 7 shows the residual stress 
distribution. The distribution along the width of specimen at the cross section of the distant of 5 
mm from weld toe shows the tensile residual stress around the middle of plate. In the cases of 
conventional wires, the distribution pattern is similar. So, the curve for SM490 with MIX50 is 
shown in Fig. 7 as an example. The intensity for conventional wire is large as compared with 
new wire. 
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(a)10Cr-10Ni (b) Conventional (MIX50) 

Figure 6. Macroscopic view of welded cross section at the end of attachment. 
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Figure 8. Variation of strain near weld toe with cycling. (a)10%Cr-10%Ni. (b)Conventional (MIX50) 

The trends along the axis parallel to loading direction are quite different between conventional 
and new wires. In the case of conventional wire, the residual stress increases monotonously with 
approaching weld toe. The magnitude of tensile residual stress at the weld toe exceeds the yield 
strength of material. In the case of a new wire, the residual stress distribution has a peak. The 
extrapolation of this trends suggests that the residual stress at the weld toe is compressive. The 
variation of strain at 5 mm distant from weld toe with cycling at the beginning period of fatigue 
test is shown in Fig. 8. The number in circle represents the repeating cycles in this figure. The 
plastic strain was observed in conventional joint, because the tensile residual stress near the weld 
toe is added to the applied stress. While in new joint, the elastic behavior is observed, because 
the compressive residual stress is subtracted from the applied stress. 

Fig. 9 shows the fractured specimen. The fatigue crack initiated from blowhole in the weld 
metal made by new wire on the low stress range condition, while it initiated at the weld toe in 
the case of conventional wire under all stress range conditions. Fig. 10 shows the S-N diagram. 
The fatigue strengths for the conventional box welds are similar in spite of the variation of 
strength of steel and welding wire. The fatigue strength at 107 cycles is 65 MPa for the 
conventional wires. In the case of new wire, the fatigue strength is improved about 2 times at 107 

cycles. The improved ratio decreases with the increase of stress range. This occurs from the 
increase of real stress ratio which is obtained from the sum of the residual stress and applied 
stress. That is, the compressive residual stress becomes effective in the lower stress range. 

Figure 9. Fractured specimen. 
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Figure 10. S-N curves. 

CONCLUSIONS 

The fatigue strength at 107 cycles of SM490 steel box welds as welded condition was 
improved about two times of conventional ones by using in the low transformation temperature 
welding wire which contains 10% Cr and 10% Ni. This improvement was realized by the 
compressive residual stress induced by expansion of the weld metal from austenite to martensite 
in the final part of cooling process. 
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THE EVALUATION OF THE FRACTURE STRAIN OF ITO 

FILMS ON POLYMERIC SUBSTRATES 
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ABSTRACT 

One of the mechanical issues concerning flexible organic light emitting device (OLED) is the 
flexibility, which is controlled by the fracture strength of the brittle films in the device. For 
example, the integrity of the anode material, the ITO film in the device directly controls the 
functioning of the device. Understanding the behaviour of these films under flexed condition will 
help maximize the flexibility of the device. Experiments have been devised to achieve this goal by 
bending the films of interests to gradually increased curvature over the point of film cracking, both 
under tension and compression. Fracture mechanisms under tension is found to be parallel 
channelling crack. Under compression the film fails by tunnelled buckling delamination prior to 
film cracking, which superficially looks very similar to the tensile cracking if observed under an 
optical microscope or lower-resolution SEM. Based on the understanding of the thin film 
mechanics on the above phenomena, we are able to calculate the fracture toughness of the ITO 
film, as well as to have an estimation of the film adhesion toughness. These parameters serve as 
the design values for flexible devices. Ways to improve the flexibility are also discussed from 
device design point of view. 

INTRODUCTION 

There is a general category of thin, layered device that has thin film 
electrical components inside, such as the liquid crystal display, organic solar cell 
and organic light emitting displays (OLED). Advantage is gained by making 
them flexible. The OLED has a promising future in panel display industry not 
only because it can be made flexible, but also because it possesses other unique 
properties, such as light-weight, wide display angle, high resolution, etc [1-3]. 
Our motivation comes from the device structural design that requires to know 
the limit of flexing of the device. In this type of device, the anode materials are 
usually made of transparent conducting oxide (TCO) such as Indium-Tin Oxide 
(ITO). These materials are ceramic and are brittle by nature, which has become 
one of the key factors that limit the flexibility. Of course depending on the 
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design and materials selection, there might be other brittle components in the 
device but the use of TCO is inevitable. Our priority is to study the failure strain 
of this type of material under flexed condition. 

An important issue about brittle thin film system is that the film cracking is 
often the reason behind the failure. The fracture toughness will therefore be used 
as a general, scalable parameter for the design. It should also be pointed out that 
the fracture toughness of thin film is usually different, if not at all unavailable, 
from the values measured in the bulk material. Adhesion between the film and 
its substrate is another important issue and is often not straight forward to 
measure. We will in this paper attempt to evaluate both the fracture toughness 
and the adhesion strength of the ITO film through our novel testing scheme. 
Obviously this has to be done based on the understanding of the failure 
mechanisms. 

EXPERIMENTAL DETAILS AND INTERPRETATION 

Buckling type of test seems to be most appropriate for thin-sheet, layered 
structure in that large curvature, and thus large strain can be easily achieved (see 
Figure 1). When the films are clamped at both ends, the curvature will be even 
higher than the simple support for a same amount of displacement. Thus 
depending on the flexibility of the specimen the most suitable way of clamping 
can be selected accordingly. 

Commercially available ITO-on-polymer substrates have been tested. A 
typical ITO coated polymer sheet has a total thickness of about 0.18 ~ 0.20 mm, 
while the ITO's thickness is around 100 nm. This paper will only demonstrate 
the methodology through the results of one particular product. The plane strain 
modulus of the ITO film and the polymer substrate materials are 250 GPa and 4 
GPa, respectively. These values are measured by nano-indentation method. 

k R 

Simple supported ends Bullt ln ends 

Figure 1. Buckling test. Left: simple support ends; right: built-in ends. 

Fixtures that can do both type of gripping were home-made and the tests 
were carried out in an Instron machine, where the load and the displacement 
were recorded. Since the film is conducting while the substrate is non- 
conducting, an ohm-meter was used to monitor the resistance variation in the 
film along the loading direction. Generally it was observed that the resistance 
was very sensitive to the film integrity, which is understandable because the 
measured value is virtually the sheet resistance which is heavily influenced by 
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any sectioning through the film thickness. When the ITO film was under 
compression, the resistance might not change significantly when the film started 
to crack since at the compressive state the cracked parts would remain in contact 
with each other. We therefore had to return the displacement to the original 
position (zero displacement) and to record both values before and after the 
return. This was done for only limited number of times for each specimen 
therefore there will be no worries about the effect of fatigue. 

The testing scheme in Figure 1 can be analysed as a plane strain beam 
loaded along its axis. Large deformation buckling theory of beams gives [4]: 

X = 2 1- 
K(k) 

j = 4K(k)fc (1) 

where K(k) and E(k) are complete elliptic integrals of the first and second, 
£=sin(0/2), L is the original length of the beam, R the radius of curvature and 
X=elL is the contraction ratio. For the two schemes, in Figure 1, l=L for simple 
support and l=L/2 for built-in ends. Therefore purely from geometric argument 
we will be able to calculate the radius of the bending from measuring the 
shortening of the beam, e. The strain at the outmost layer of the film is: 

yj_ 

R 
where jy is the distance from the film to the neutral axis of the composite sheet 
material, see Figure 2. Under the elastic regime mechanics of materials gives 
this distance as 

£ = (2) 

yf=- 
bf+K) 

Ef (h, Y      hf 

Kh*J 

2       (.    hfY     Efhf 1 + —   1 + =:—- 
(3) 

K A Es h. 

in which h is the thickness of individual layer and the modulus E = E for plane 
stress and E'~ E/(\ -V ) for plane strain condition (in our case plane strain 
modulus will be used). The subscripts/and s are for the film and the substrate 

K respectively. When -— » 1, the position of the neutral axis can be quite 
hf 

accurately estimated by 

y,»- 

hr+K 
(4) 
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which is the basis of the famous Stoney formula. On other situations Equation 3 
has to be applied to enable an accurate solution. Equation 4 can also be applied 
to the other extreme when the film is much thicker than the substrate. Since in 
our case the ITO film is very thin, the applied strain on the film through the 
whole thickness is practically constant and can be given through the bent radius 
of curvature, R, as 

e =11—- (5) 

_L 
y/ 

Ef   hf 

—i neutral -axis  

' Es   hs 

Figure 2. Neutral axis of the composite film of two materials. 

Samples are tested with the ITO film placed on both tension side and 
compression side. Resistance-strain curves were recorded. It was found that the 
test generated very consistent results so that for each condition three to four 
samples would suffice. SEM observation was made on the tested samples 
afterwards. 

RESULTS AND ANALYSIS 

Figure 3a shows the results of normalized resistance by the value at the flat 
state versus the strain on the ITO film when the ITO is in tension. Figure 3 b did 
the same for ITO in compression. On both plots a sudden increase of the 
resistance can be clearly identified which suggest that the film has been broken 
at that particular point of applied strain. We take the value at the point before the 
sudden rise as the critical strain. Clearly the critical strain under compressive 
loading is higher than under tension (1.7% versus 1.1 %) for our tested samples. 
Therefore the device designer should take the tension results as the safety limit. 
The reason for higher compressive limit in this case should be clear after further 
analysis. Notice that these values are for the particular thickness of the film 
only. A more general parameter that can scale with the size of the film has to be 
found out after the mechanisms of the failure is understood. 

Microscopic observation shows that the fracture pattern on ITO under 
tension is parallel channelling crack, see Figure 4a. Channelling crack of this 
kind has been studied by Beuth [5], Hutchinson [6], Hutchinson and Suo [7]. For 
film channelling crack, steady-state propagation establishes quickly after the 
crack advances for a few film thickness. It has been shown that for an existing 
partially-through defect in a stiff film on a compliant substrate it is energetically 
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favourable for the crack to run through the whole thickness once the initiation 
starts [5]. How the crack is initiated in the first place is not important since we 
put our conservative design point as the one to guard against crack propagation 
as outline by Hutchinson's [6] fail safe method. The essence of this approach is 
to design to prevent the steady-state crack propagation rather than crack 
initiation. 

w 

is ■ - 
(3«) 

! 

s / 

1 
J I«*« ' " 

0                      0.4                      0.1                     U                 ^  1.6 

(3b) 

<_M-|--»   _>-►-►-►-■' -]- 
Figure 3. Typical measurements of the critical strain. 3a): ITO in tension; 3b): ITO in 
compression. 

IW 

'.  ■ '.*•• *JWI. .,,:. 

Figure 4. a) Microscopic graph of cracked ITO film in tension, b) ITO film in compression. 

In the experiments it was observed that once a channelling crack forms, it 
and many others will propagate for large distance across the specimen leading to 
parallel multiple cracks. These cracks will not interfere with others until the 
spacing becomes very close (8 times the film thickness for the case studied by 
Thouless [8]). The steady state fracture toughness, Gss is given as [5, 6] 
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1 o27thf    ,      . 

2 Ef 
(6) 

The factor g(a,ß) is a function of the Dundurs' parameter, a and ß, which for 
plane strain condition are given by 

a = Ef-Et 
Ef 

ß = 
1-v. 

-E, 
l-2v. 

1-v, 

2Q?/+£,j 
(7) 

Of these two parameters a is much more important. The value of the g factor 
can be computed by finite element method as in [5]. For our ITO-polymer 
combination, a=0.968 and /J=0.158, assuming typical Possion's ratios for 
ceramic and polymer as Vj=0.2 and v,=0.4, respectively. From Equation 6 we 
have the value of Gss to be about 62 J/m2. This has provided a defects-tolerant 
design parameter for deposited ITO film. 

Compressive cracking of the ITO films shows similar parallel patterns, as 
shown in Figure 4b. However when we employed a high resolution scanning 
electron microscope to observe the details of the cracking, it was revealed that 
the failure mechanism in this case is that the film delaminates and buckles, 
closely followed by film cracking. Details were reported elsewhere [9]. Plus the 
knowledge from Figure 4b, we conclude that the failure in this case is by steady- 
state tunnelled buckling delamination and film cracking. Again as in the tensile 
cracking, it is not possible to study the growth of the delamination at the tip of 
the failed film. Rather we study the steady state propagation by looking at the 
difference in the stored energies well beyond and far behind the crack tip. For 
film delamination and cracking, the total energy release rate is given by 

Gt=Gd+^-Gc (8) 
[2b) 

where Gd and Gc are for the energies released by delamination and film cracking 
respectively and 2b is the delamination width. 

The mechanics that describe stiff film on compliant film buckling has to 
take into consideration of the compliance from the substrate, which has not been 
done before. This piece of work has been summarised for publication by the 
authors [10] and the essence of this study will be highlighted here. For a stiff 
film on compliant substrate combination, Hutchinson's limiting solution [7] may 
not give correct value of delamination toughness in our particular case. For 
example, for the tested results in Figure 3b, buckling without considering the 
effects from the substrate gives the delamination toughness about 4.9 J/m2 for a 
film thickness to delaminated width ratio of about 1:20. This ratio was measured 
from SEM and AFM pictures. It has to be emphasised that the delamination 
toughness is not very sensitive to the ratio around this region. Our new analysis 
takes into account the effect from the compliant substrate and has found out that 
the contribution to the energy release rate from the substrate can be significantly 
higher than from the film alone. Therefore ignoring the substrate's effect will 
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lead to a serious underestimation when the film is stiffer than the substrate. 
However when the film's modulus is no less than the substrate, Hutchinson's 
solution [6] is accurate enough by assuming a rigid substrate. 

Based on the new analysis, the delamination toughness is estimated to be 
about 35 J/m2. Other interesting results are that when the delaminated width 
increases the mode mixity angle increases much slower than Hutchinson's 
results [7] towards mode II and the average energy release rate has a maximum. 
These results may explain why the delamination has a fixed width rather than 
spreading sideways without limit. 

DISCUSSION 

It has been shown that a brittle stiff film on a soft compliant substrate breaks 
under both tension and compression. Under tension the failure is by channelled 
cracking of the film while in compression it is tunnelled delamination and 
cracking. The fracture toughness and the delamination toughness derived from 
the tests will provide vital information for the device designer. 

In our particular case, the critical strain under tension is less than the one 
under compression. However there is no reason that the compressive failure 
strain should always be higher than the tensile one. Clearly when the adhesion 
between the film and the substrate is weak, the delamination may happen under 
lower strain. The ratio of the film cracking toughness to the one of delamination 
could decide which mode is more critical. Knowing the tensile cracking 
toughness, GCJ', and the adhesion toughness, GCJ', the criterion is that when the 
ratio of delamination toughness to the cracking toughness is larger than the one 

Gf    Gd of their energy release rates, i.e. when —— > , tension is more critical for 
Gc"     Gc 

the same amount of strain. For the tested ITO on polymer, GJGC is about 0.30 
[9], which is less than the toughness ratio, 0.56, obtained in this study. Therefore 
it confirms our observation that ITO in tension is more critical. If the adhesion is 
weakened somehow in this materials combination to be lower than 20 J/m2, 
compressive crack could happen at lower strain than in tension. 

From design point of view, it is always possible to maximize the flexibility 
by placing the most critical component near the neutral axis. There will be 
inevitably other laminated layers other than the two we have studied in a device. 
Therefore chances exist to achieve this by varying the thickness and the modulus 
of individual layers in the design. Take a simple example as in the ITO/polymer 
system: we can choose the layer on the other side of the ITO film as such that 
the new neutral axis is pushed closer to the film. Let's set the target to be the 
centre of the ITO film so that half of the film was above the neutral axis and half 
below. In this case the influence of the ITO film to the shift of the neutral axis is 
none and that the calculation can be done as if there were only two layers: the 
substrate and the "capping" layer. By substituting the film layer by the cap layer 
and equating y/=hf in Equation 3, we have 
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where the subscripts c stands for the cap layer. By manipulating either the 
thickness or the modulus, extremely small radius of curvature can be achieved 
while not straining the ITO much. Of course we have not taken into account of 
the mechanical limit of the other "less dangerous" layers, which now may be 
more critical than the brittle film [11]. The same principle applies to any number 
of layers. 

Another advantage of sandwich the brittle film, when the above 
centralisation is impossible (e.g. multiple brittle layers), is that the energy 
release rate will be lower than the one shown in Figure 2 under the same film 
stress, provided that the adhesion between layers is perfect. Therefore the 
allowed bending will be higher. The amount of improvement depends on the 
thickness and the modulus of the substrates. The upper limit will be about 58% 
in strain [9]. We wish to discuss this issue further in the future. 
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ABSTRACT 

The structure and properties of anhydrous end-members of the garnet family (ugrandite and 
pyralspite garnets) have been investigated as a function of applied pressure. We also calculated 
properties of hydrogrossular and hydropyrope at ambient and high pressure and explained the 
experimentally observed difference in the stability of the hydrogarnet substitution in grossular and 
pyrope. The study has been performed with the density-functional theory code CASTEP that uses 
pseudopotentials and plane-wave basis set. 

The geometrical parameters of the unit cells containing in excess of 80 atoms have been fully 
optimised. The calculated static geometry, bulk modulus and its pressure derivative are in good 
agreement with the available experimental data. It is shown that the framework distortion achieved 
through the bending of the angle between the octahedra and tetrahedra is the main compression 
mechanism for all garnets studied. 

INTRODUCTION 

Garnets are abundant in the Earth's crust and upper mantle, and have 
therefore been the subject of numerous experimental studies aimed at 
elucidating their structure, stability, and the relationship between composition, 
structure and properties (Geller 1967; Meagher 1982; Geiger 1996).    The 
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general chemical formula of a garnet can be written as XiYjZ^On. The common 
silicate garnets with Z=Si are conventionally divided into two groups, 
pyralspites (7=A1) and ugrandites (X=Ca). The members of the first group are 
pyrope (Mg3Al2Si3Oi2), almandine (Fe3Al2Si30i2) and spessartine 
(Mn3Al2Si30i2), while the ugrandites include uvarovite (Ca3Cr2Si30I2), grossular 
(Ca3Al2Si3Oi2), and andradite (Ca3Fe2Si30i2). All these garnets crystallise in the 
body-centred cubic space group la 3d with eight formula units per unit cell. 

The garnet structure can be described as chains of alternating corner-sharing 
Z04 tetrahedra and Y06 octahedra, while divalent X cations occupy large 
dodecahedral cavities and are eight-fold coordinated. The unit cell of an 
anhydrous garnet contains 160 atoms which makes quantum mechanical studies 
of these systems extremely demanding. However, experimental data on high- 
pressure behaviour of rock-forming garnets are extremely scarce (Hazen and 
Finger 1989; Leger et al. 1990; Olijnyk et al. 1991; Lager and Von Dreele 1996; 
Zhang et al. 1998; Conrad et al. 1999) and often inaccurate as will be discussed 
below. First principles modelling offers therefore the best chance of predicting 
the behaviour of garnets under the extreme conditions found in the crust and 
upper mantle, thereby allowing a deeper understanding of the response of the 
garnet structure to increasing pressure. 

The goal of the present work is to shed some light on compressibility 
mechanism of end-member anhydrous garnets, as well as to study the stability of 
hydrous garnets. 

A previous study of aluminosilicate garnets (Akhmatskaya et al. 1999) 
showed that the density functional formalism provides a reliable theoretical 
framework for describing fine details of the effect of pressure on the garnet 
structure. The present systematic investigation of the family of silicate garnets 
shows that the use of parameter-free quantum mechanical calculations is going 
to have a significant impact on the future of the structural studies of complex 
inorganic compounds. 

COMPUTATIONAL DETAILS 

The quantum-mechanical calculations performed here are based on density 
functional theory, DFT (Hohenberg and Kohn 1964, Kohn and Sham 1965). 
Exchange-correlation effects were taken into account using the generalised 
gradient approximation, GGA (Perdew and Wang 1992), as implemented by 
White and Bird (1994). A spin-polarised version of this exchange-correlation 
functional was applied for almandine, spessartine, andradite and uvarovite, the 
garnets that contain 3d transition elements (Fe, Mn, or Cr). The total energy 
code CASTEP (MSI 1998) was used, which utilises pseudopotentials to describe 
electron-ion interactions and represents electronic wavefunctions using a plane 
wave basis set (Payne et al. 1992). We used ultrasoft pseudopotentials 
(Vanderbilt 1990) which require significantly less computational resources than 
norm-conserving potentials (Lin et al. 1993). The density mixing scheme as 
described by Kresse and Furthmiiller (1996) was used for self-consistent 
solution of the density functional equations. An energy cut-off of 380 eV and a 
single T point sampling of the Brillouin zone were found to be sufficient to 
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obtain well converged structural properties. All calculations were performed on 
a Fujitsu VX vector processor. 

Full geometry optimisations were performed. Calculations were considered 
converged when the maximum force on atoms was below 0.01 eV/Ä. The 
calculated pressures were used to construct the equation of state, which was 
fitted to a third-order Birch-Murnaghan equation to obtain the bulk modulus, B, 
and its pressure derivative, B'. We used only the data for pressures below 30 
GPa in order to use a procedure which is similar to that used in the data analysis 
of the experimental studies (Hazen and Finger 1989; Leger et cd. 1990; Olijnyk 
et al. 1991; Lager and Von Dreele 1996; Zhang et al. 1998; Conrad et al. 1999). 

RESULTS AND DISCUSSION 

Equation of state for andradite and uvarovite 

We present the results for these two garnets in more detail; our theoretical 
findings for aluminosilicate garnets (pyrope, grossular, almandine, and 
spessartine) have been presented elsewhere (Akhmatskaya et al. 1999). The 
calculated equation of state up to 100 GPa is compared with the experimental 
data for andradite and uvarovite in Figs. 1 and 2, respectively. A high-pressure 
single-crystal study of andradite (Hazen and Finger 1989) presents a rare source 
of experimental information on the compression mechanism of the garnet 
structure. One should bear in mind, however, that the highest pressure results 
from that study are likely to have been collected under nonhydrostatic 
conditions. It has been shown recently (Sinogeikin and Bass 1999) that even 
slight deviations from hydrostatic conditions can lead to an error of about 2% in 
the estimated bulk modulus. The presence of the uniaxial stress components has 
been also observed in the experimental investigation of uvarovite (Leger et al. 
1990) so that the measured data above 10 GPa are not entirely reliable as is 
illustrated by a significant scatter of experimental points in Fig. 2. 

The calculated equations of state for andradite and uvarovite agree well with 
the experiment, especially in the low pressure region where the measured data 
are more reliable. The equilibrium lattice constants, bulk moduli and their 
pressure derivatives for these and other garnets are compared to experiment in 
Table 1. 

It is well known that the density functional results for lattice parameters of 
solids can be in error of 1-2%, and it is thus interesting to observe that the 
typical accuracy for silicate garnets is significantly better, of the order of 0.1%. 
The difference between calculated and measured cell parameters in these 
systems is comparable to discrepancies between different experimental results 
and is on the same scale as the variations caused by thermal effects or by 
impurities. The accuracy of the calculated bulk moduli is also very high, 
typically of the order of 1-2%, and only results for uvarovite exhibit a 12% 
error. 

The compressibility data for uvarovite merits further discussion. 
Experimental results obtained by Leger et al. (1990) and shown in Fig. 2 can be 
divided into two pressure regions. The high-pressure data were obtained in a 
solidified     pressure-transmitting     medium,     which     caused     significant 
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nonhydrostatic effects and resulted in large data scatter. The low-pressure data 
agrees very well with the calculated equation of state. A third-order Birch- 
Murnaghan equation fitted to the low-pressure subset of the experimental 
measurements gives B=144±8 GPa (with B' fixed to 4.7) which is in perfect 
agreement with the theoretical value, see Table 1. 

Table   1   shows   that   the   density   functional   approach   describes   the 
compressibility of silicate garnets very accurately. Furthermore, even the "soft" 
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Figure 1. Equation of state for andradite. Present results are shown with the solid line, squares • 
experimental data (Hazen and Finger 1989). 
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Figure 2. Equation of state for uvarovite. Present results are shown with the solid line, squares ■ 
experimental data (Leger et al. 1990). 
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hydrogrossular structure that is obtained as a result of the complete hydrogarnet 
substitution, Si<->(OH)4, is characterised equally well. The biggest discrepancies 
are observed for the garnets containing 3d-elements, and the reason might be 
related to the role of magnetic effects at low temperature. It is known that 
almandine orders antiferromagnetically on cooling to 7.5 K (Prandl 1971) and it 
has been suggested that the actual magnetic structure involves non-collinear 
arrangement of spins (Oliveira et al. 1989). An antiferromagnetic ordering has 
also been observed in andradite at 11.5 K (Murad 1984), and it is likely that both 
spessartine and uvarovite also exhibit magnetic ordering at low temperatures. 
All calculated results in this paper refer to the ferromagnetic ordering which was 
found to be stable at the GGA level of theory, while all experimental 
compressibilities refer to the paramagnetic structure that is stable at room 
temperature. 

Table 1. Calculated and measured equation of state parameters for garnets 

a,A B,GPa B' 
Pyrope theory 11.428 170 4.3 

exp 11.439" 171a 4.4a 

Grossular theory 11.857 166 4.3 
exp 11.837 b 165.7° 5.5°; 4.2d 

Almandine theory 11.509 176 4.2 
exp 11.507e 175f 3.0 g 

Spessartine theory 11.616 183 3.6 
exp 11.606b 179d 7.0h 

Andradite theory 12.058 147 4.4 
exp 12.051' 158° 5.9c 

Uvarovite theory 12.021 143 4.7 
exp 12.024' 162k 4.7' 

Hydrogrossular theory 12.640 56 3.6 
exp 12.570 m 52m;66n 4.0 m; 4.1" 

a) Zhang et al. (1998) 
b) Geiger and Ambruster (1997) 
c) Conrad et al. (1999) 
d) Weaver et al. (1976) 
e) Prandl (1971) 
f) Sato et al. (1978) 
g) Takahashi and Liu (1970) 
h)Babuskae/a/. (1978) 
i) Armbruster and Geiger (1993) 
j)Cardae/af (1994) 
k) Bass (1986) 
1) Leger e/o/. (1990) 
m) Lager and Von Dreele (1996) 
n) Olijnyk et al. (1991) 

The accuracy and reliability of the theoretical results appears to be at least as 
good as that of experimental data obtained from single crystal diffraction 
experiments at high pressure. In fact, in some cases experimental results are 
pronouncedly less reliable than the theoretical ones. One obvious reason is the 
difficulty of creating hydrostatic conditions at high pressure as discussed above. 
Fig. 3 illustrates the effect of experimental errors on the pressure dependence of 
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bond lengths in andradite. There are altogether five experimental points at 
nonzero pressures. Hazen and Finger (1989) have described the point at 2 GPa 
as unreliable, and indeed it does not follow a generally smooth pressure 
dependence of Ca-O and Fe-0 bond lengths. The points at 12.5 and 19 GPa 
correspond to nonhydrostatic conditions, and Hazen and Finger (1989) noted 
that they observed significant distortions from cubic symmetry in these 
measurements. The remaining data do not provide sufficient information to 
study the compression mechanism of garnets. 

100 
P (GPa) 

Figure 3. Pressure dependence of the bond lengths in andradite: solid lines - present results, 
symbols - experiment (Hazen and Finger 1989) 

Polyhedral distortion under pressure 

It is useful to introduce a quantitative measure of the polyhedral distortion 
and to analyse the compression mechanism in terms of the distortion indices. 
We characterised the garnet structure using the following indices: the bond 
length distortion, BLD, of the XOs dodecahedron; the edge length distortion, 
ELD, of the Y06 octahedron; and the angular distortion, AD, of the y06 

octahedron and of the Si04 tetrahedron (Baur 1974; Renner and Lehmann 1986; 
Akhmatskaya et al. 1999). The pressure dependence of these indices in 
andradite is illustrated in Fig. 4. The results for uvarovite are very similar. All 
polyhedra in these two garnets become more regular at pressures up to 30-35 
GPa. Further compression changes the sense of the distortion of the Y06 

octahedra, see Fig. 4, i.e., they become irregular again. 
These data together with the previous results for aluminosilicate garnets 

(Akhmatskaya et al. 1999) show that the trend for the Si04 tetrahedron and for 
the XOi dodecahedron to become more regular on compression is a general one. 
The only reliable set of experimental data is available for pyrope (Zhang et al. 
1998) and it agrees with the theoretical observations.    It appears that the 
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qualitative difference between the garnets studied here is in the response of the 
Y06 octahedra to pressure. The results for spessartine are similar to those for 
andradite and uvarovite, i.e., the octahedra attain a regular shape at a moderate 
pressure and become distorted on further compression. The octahedra in pyrope 
and almandine become more distorted under pressure, and grossular is the only 
garnet where the octahedra get more regular in the whole pressure range studied. 

20 40 60 80 100 
P (GPa) 

Figure 4. Pressure dependence of polyhedral distortions in andradite. Experimental data (squares) 
are from Hazen and Finger (1989). 

The data presented above can be used to analyse the compression mechanism 
of garnets. We have shown before that the change of the Si-O-Al angle is 
responsible for the compression of the framework in aluminosilicate garnets 
(Akhmatskaya et al. 1999). The main fingerprint of this mechanism was found 
in the linear correlation between the relative change of the Si-O-Al angle and 
the relative change of all the distortion indices studied. We illustrate this in Fig. 
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Figure 5. Linear correlation of the normalised BLD parameters (D/D„) for XO% polyhedra with the 
relative change of the Si-O-F angle. Experimental data for pyrope (Zhang et al. 1998) and 
calculated values for six garnets are described by the same linear fit. 

5 that contains the combined data for six garnets including the experimental 
results for pyrope. The slope of the linear fit through all the data is 21.4, which 
coincides within the statistical error with the slope of 21.5 previously obtained 
for the aluminosilicate garnets only (Akhmatskaya et al. 1999). 

Energetics of the hydrogarnet substitution 

The changes of the structure and physical properties of nominally anhydrous 
minerals due to the incorporation of hydrogen are of great technological 
relevance. They are also of considerable interest in the Earth sciences in 
connection with the introduction of significant amounts of 'water' into the 
Earth's mantle, which would significantly change its physical properties (O'Neil 
et al. 1993). Due to their abundance, stability and chemical variability, the 
garnet family is one of the most interesting mineral groups that may represent a 
possible storage medium for hydrogen in the Earth's mantle. In grossular all the 
Si04-tetrahedra can be replaced by O4H4 complexes and hence it has been 
possible to determine accurately the structure and equation of state of 
hydrogrossular (katoite), CajAl^H^. However, in contrast to grossular, it has 
not yet been possible to introduce substantial amounts of hydrogen into garnets 
belonging to the pyralspite group (Wilkins and Sabine 1973; Aines and 
Rossman 1984). Infrared spectroscopic studies show that there are several sites 
that hydrogen can occupy in pyralspite garnets, and the hydrogarnet substitution 
is probably only one possible mechanism for hydrogen incorporation. It would 
therefore be of interest to establish why the hydrogarnet substitution in pyrope is 
energetically less favourable than in grossular. 
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The accuracy of the theoretical description of the hydrogrossular structure is 
illustrated by the data in Table 1. As a next step we carried out a geometry 
optimisation of the hypothetical hydropyrope to compare its structure and 
energetics with that of katoite in order to shed light on the relative stability of 
these two hydrogarnets. 

The hydrogarnet substitution in pyrope is found to have a smaller effect on 
the lattice parameter than in grossular: the corresponding differences are 0.615 
Ä and 0.788 Ä, respectively, when compared with theoretical lattice parameters 
of anhydrous minerals. This means that the volume effect of the hydrogarnet 
substitution is roughly 21% in grossular and only 17% in pyrope. This is the 
expected behaviour since on the basis of ionic radii Mg is generally considered 
to be 'too small' to occupy the large dodecahedra even in anhydrous pyrope. 
Any further expansion of the pyrope structure caused by the hydrogarnet 
substitution is thus energetically unfavourable if it involves an increase of the 
size of the dodecahedron. This constraint means that the OH groups in 
hydropyrope have to be closer to each other than in hydrogrossular, so that 
hydrogen bonding between these groups can develop even at ambient pressure. 
The balance between the related energy gain and the elastic strain involved in 
the expansion of polyhedra would determine the relative stability of 
hydropyrope and hydrogrossular. 

The quantitative measure of the relative stability of these two hydrogarnets is 
determined by Erei: 

Ere| = [E(grossular)-E(hydrogrossular)] - [E(pyrope)-E(hydropyrope)]. 

This quantity conveniently can be determined without resorting to the 
formation energies of each garnet and it is not affected by, e.g., thermal 
corrections. We obtained Erei=1.93 eV, or 186 kJ/mol, which confirms that 
hydrogrossular is significantly more stable than the hypothetical hydropyrope. 

It is more difficult to evaluate the absolute formation energy of 
hydrogarnets with respect to anhydrous garnets since this comparison has to 
include the enthalpy of Si02 and of liquid water. A rough estimate suggests that 
this value is close to zero for hydrogrossular, and is consequently equal to ~ - 
180 kJ/mol for hydropyrope. These results show that the expansion of the 
dodecahedral site due to the hydrogarnet substitution can only be sustained 
when the anhydrous structure contains a big divalent cation (e.g., Ca). This 
suggests that a further study of hydrous uvarovite and andradite can provide 
additional insight into the problem of water incorporation into the garnet 
structure. 

CONCLUSIONS 

We have shown that state-of-the-art quantum mechanical methods as 
implemented on high-performance vector processors are sufficiently robust and 
accurate to be used for predictive studies of complex systems with 
approximately 100 atoms in the unit cell.  The results presented provide better 

425 



insight into properties and structures of garnets at ambient conditions and under 
pressure. In particular, we have demonstrated that the kinking of the angle 
between Si04 tetrahedra and Y06 octahedra is the major compression 
mechanism in end-member pyralspite and ugrandite garnets. 

The hydrogarnet substitution is found to be energetically less favourable in 
hydropyrope than in hydrogrossular, which is consistent with experimental 
findings that only small amounts of hydrogen can be incorporated into the 
former. 

REFERENCES 

Aines, R.D., and Rossman, G.R. (1984). Water in Minerals - a Peak in the Infrared, J. Geophys. 
Res. 89 4059-4071. 

Akhmatskaya, E.V., Nobes, R.H., Milman, V., and Winkler, B. (1999) Z. Kristallogr. (in press). 
Armbruster, T., and Geiger, CA. (1993) Eur. J. Mineral. 5 59-71. 
Babuska, V., Fiala, J., Kumazawa, M, Ohno, I., and Sumino, Y. (1978) Elastic Properties of 

Garnet Solid-Solution Series, Phys. Earth Planet. Inter. 16 157-176. 
Bass, J.D. (1986) Elasticity ofUvarovite andAndradite Garnets, J. Geophys. Res. 91 7505-7516. 
Baur, W.H. (1974) Geometry of Polyhedral Distortions - Predictive Relationships For Phosphate 

Group, Acta Crystallogr. B 30 1195-1215. 
Carda, J., Tena, M.A., Monros, G, Esteve, V., Reventos, M.M., and Amigo, J.M. (1994) ,4 

Rietveld Study of the Cation Substitution Between Uvarovite and Yttrium-Aluminum Synthetic 
Garnets, Obtained By Sol-Gel Method, Cryst. Res. Technol. 29 387-391. 

Conrad, P.G., Zha, C.-S., Mao, H.-K., and Hemley, R.J. (1999) The high-pressure, single-crystal 
elasticity ofpyrope, grossular, and andradite, Amer. Mineralogist 84 374-383. 

Geiger, C. A. (1996) .4« investigation of the microscopic structural and the macroscopic 
physicochemicalproperties ofaluminosilicate garnets and their relationships. 
Habilitationschrift, Kiel University. 

Geiger, CA., and Armbruster, T. (1997) Mn3Al2Si3012 spessartine and Ca3Al2Si30i2 grossular 
garnet: Structural dynamic and thermodynamic properties, Amer. Mineralogist 82 740-747. 

Geller, S. (1967) Z. Kristallogr. 125 (1967) 1-^17. 
Hazen, R.M., and Finger, L.W. (1989) High-Pressure Crystal-Chemistry of Andradite andPyrope 

- Revised Procedures For High-Pressure Diffraction Experiments, Amer. Mineralogist 74 
352-359. 

Hohenberg, P., and Kohn, W. (1964) Phys. Rev. 136 864-871. 
Kohn, W. and Sham, L.J. (1965) Phys. Rev. A140 1133-1138. 
Kresse, G., and Furthmulier, J. (1996) Efficient iterative schemes for ab initio total-energy 

calculations using a plane-wave basis set, Phys. Rev. B54 11169-11186. 
Lager, G.A., and Von Dreele, R.B. (1996) Neutron powder diffraction study of hydrogarnet to 9.0 

Gpa, Amer. Mineralogist 81 1097-1104. 
Leger, J. M., Redon, A.M., and Chateau, C. (1990) Compressions of Synthetic Pyrope, Spessartine 

and Uvarovite Garnets Up to 25-Gpa, Phys. Chem. Minerals 17 161-167. 
Lin, J.S., Qteish, A., Payne, M.C., and Heine, V. (1993) Optimized and Transferable Nonlocal 

Separable Abinitio Pseudopotentials, Phys. Rev. B47 4174-4180. 
Meagher, E. P. (1982) Silicate garnets. In: Orthosilicates, ed. by Ribbe, P.H., 25-66. 
MSI (1998) CASTEP User Guide. Molecular Simulations Inc., San Diego, CA. 
Murad, E. (1984) Magnetic-Ordering in Andradite, Amer. Mineralogist 69 722-724. 
Olijnyk, H., Paris, E., Geiger, CA., and Lager, G.A. (1991) Compressional Study ofKatoite 

[Ca3Al2(04H^3] and Grossular Garnet, J. Geophys. Res. 96 14313-14318. 
Oliveira, J. C. P. de, Costa, M. I. da, Schreiner, W. H., and Vasquez, A. (1989; Magnetic- 

Properties of the Natural Pyrope Almandine Garnets, J. Magnet. Magnet. Mater. 79 1-7. 
O'Neill, B., Bass, J.D., and Rossman, G.R. (1993). Elastic Properties of Hydrogrossular Garnet 

and Implications for Water in the Upper-Mantle, J. Geophys. Res. 98 20031-20037. 

426 



Payne, M.C., Teter, M.P., Allan, D.C., Arias, T.A., and Joannopoulos, J.D. (1992) Iterative 
Minimization Techniques For Abinitio Total-Energy Calculations - Molecular-Dynamics and 
Conjugate Gradients, Rev. Mod. Phys. 64 1045-1097. 

Perdew, J.P., and Wang, Y. (1992; Accurate and Simple Analytic Representation of the Electron- 
Gas Correlation-Energy, Phys. Rev. B45 13244-13249. 

Prandl, W. (1971) Z. Kristallogr. 134 333-343. 
Renner, B., and Lehmann, G. (1986) Correlation of Angular and Bond Length Distortions in To4 

Units in Crystals, Z. Kristallogr. 175 43-59. 
Sato, Y., Akaogi, M., and Akimoto, S. I. (1978) Hydrostatic Compression of Synthetic Garnets 

Pyrope and Almandine, J. Geophys. Res. 83 335-338. 
Sinogeikin, S.V., and Bass, J.D. (1999) Single-crystal elasticity ofMgO at high pressure, Phys. 

Rev. B59 14141-14144. 
Takahashi, T., and Liu, L. (1970). J. Geophys. Res. 75 5757-5766. 
Vanderbilt, D. (1990) Soft Self-Consistent Pseudopotentials in a Generalized Eigenvalue 

Formalism, Phys. Rev. B41 7892-7895. 
Weaver, J. S., Takahashi, T. and Bass, J. (1976) Isothermal Compression ofGrossular Garnets to 

250 Kbar and Effect of Calcium On Bulk Modulus, J. Geophys. Res. 81 2475-2482. 
White, J.A., and Bird, D.M. (1994) Implementation of Gradient-Corrected Exchange-Correlation 

Potentials in Car-Parrinello Total-Energy Calculations, Phys. Rev. B50 4954-4957. 
Wilkins, R.W.T., and Sabine, W. (1973) Amer. Mineralogist 58 508-516. 
Zhang, L., Ahsbahs, H., and Kutoglu, A. (1998) Hydrostatic compression and crystal structure of 

pyrope to 33 Gpa, Phys. Chem. Miner. 25 301-307. 

427 



SHORT-RANGE ORDERING KINETICS AND 
MICROSTRUCTURAL DEVELOPMENT DURING POST- 

DEFORMATION ANNEALING 

M. SPANL, P. ROSENKRANZ, A. KORNER, W. PÜSCHL, 
AND W. PFEILER 
Institut für Materialphysik, University of Vienna, Strudlhofgasse 4, A-1090 Vienna, Austria 

ABSTRACT 

After plastic deformation the initial degree of short-range order (SRO), the contribution of 
point defects on ordering kinetics and the development of SRO in a defected structure were 
studied. In the present work the results of three different binary alloys (a-AuFe, a-AgZn, a- 
CuAl) are compared and discussed. Measurements of resistivity, differential scanning calorimetry 
(DSC) and microhardness were used to study short-range order kinetics within a defected 
microstructure. It was possible to separate resistivity changes caused by pure SRO changes from 
resistivity changes only due to defect annealing. Isothermal studies on the recrystallized alloy 
systems yield information on ordering kinetics. With a simple model for isothermal SRO-kinetics 
the separated data were fitted and the formation enthalpy, migration enthalpy and dislocation 
density for the deformed state were obtained. Differences in the annealing behaviour of the 
deformed microstructure between a-AgZn and a-CuAl as obtained by transmission electron 
microscopy (TEM) and light microscopy are discussed briefly. 

INTRODUCTION 

Interaction between the atoms in a binary solution usually causes them to be 
distributed over the lattice positions in a non-random way. Short-range ordering 
(SRO) results if unlike neighbours are preferred. Most investigations of SRO 
have been done in the fully recrystallized state. 

Due to the technical application of such materials it is important to study 
their physical properties in the more realistic state of a certain degree of 
deformation. An obvious point of interest is the interaction between 
deformation induced defect structures and ordering kinetics. During post- 
deformation annealing many processes take place simultaneously affecting each 
other in some way: a) development of SRO over a broad temperature interval 
depending on the alloy system; b) processes of defect annealing (recovery, 
recrystallization) which occur in different stages  [1,2];  c) these various 
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processes are influenced by the continuous change of concentration of thermal 
and deformation-induced vacancies. 

Studying changes of electrical resistivity after adequate temperature 
treatment is a sensitive tool for the investigation of changes in SRO [3]. The 
establishment of SRO and most processes of defect annealing are brought about 
by formation, migration and annihilation of point defects. Whereas the point 
defects themselves due to their very small resistivity contribution are not 
registered, one observes the defect mediated changes of SRO (SRO-amplifier). 
To get a picture of the interaction between development of SRO and defect 
structure it was tried to characterise the different annealing stages which occur 
during isochronal annealing. Measurements of microhardness, resistivity and 
differential scanning calorimetry (DSC) were well suited for this purpose. 
During annealing in the recrystallized state only SRO-induced resistivity 
changes are present, whereas in the deformed state a contribution by defect 
annealing is superposed. It is therefore necessary to separate both contributions 
if we want to compare the pure SRO-induced resistivity changes in the 
deformed and recrystallized state. 

In this paper former results on a-AgZn and a-AuFe [4-6] are compared with 
newer ones of a-CuAl. The following aspects are discussed in this paper: (i) 
the microstructural development during post deformation annealing, (ii) the 
development of SRO in a deformed structure, (iii) the initial degree of SRO in 
the as-deformed state, (iv) the contribution of quenched-in surplus vacancies on 
ordering kinetics. 

EXPERIMENTAL PROCEDURE 

Polycrystalline samples of Cu-15at.%Al, Ag-21at.%Zn and AuHat.Fe were 
deformed by cold rolling at room temperature (60% and 80% reduction in 
thickness). Resistivity measurement was done by the potentiometric method in 
liquid N2 relative to a dummy specimen (accuracy ±3xl0"4). DSC- 
measurements were performed in a Perkin Elmer DSC-7, and investigations of 
microhardness were done with a Paar MTH-4 microhardness tester. Meander 
shape resistivity samples were cut out by spark erosion whereas disc-shape 
samples (3mm in diameter) for DSC and microhardness studies were 
mechanically punched out. Temperature annealing was carried out in a standard 
resistance furnace under purified Argon atmosphere. For details about 
experimental procedures see [4,6]. 

RESULTS AND DISCUSSION 

Defect annealing 

In Fig. 1 the development of microhardness versus temperature during post 
deformation annealing for all investigated alloys is shown. The different stages 
of defect annealing are clearly resolvable and the onset of massive defect 
annealing is indicated for each material. From common interpretation of 
microhardness isochrones it is known that SRO (SRO hardening) and annealing 
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of point defects cause only small mechanical changes, whereas recovery and 
recrystallization processes are connected with rearrangement and massive loss 
of dislocations which causes a considerable decrease in microhardness. The 
following characterisation of the stages was made [7,8]. 
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Figure 1. Microhardness versus isochronal annealing temperature of deformed Aul4at.%Fe, cold 
rolled to 80% thickness reduction (o), Ag-21at.%Zn 69% reduction (V) and Cu-15at.%Al, 60% 
reduction (•). Arrows and dotted lines mark the onset of massive dislocation loss. 

Stage one is mainly related to recovery processes with minor rearrangement 
of dislocations and some SRO-hardening effects. It was determined by TEM 
[8,9] that nucleation of dislocation cells and subgrains starts in this range. This 
is followed by recrystallization processes in the second stage. The third stage is 
mostly related to grain growth. 

A detailed study by TEM and light microscopy of the microstructural 
changes during post-deformation annealing in a-AgZn and oc-CuAl showed two 
main differences when comparing the annealing behaviour of these two alloys. 
Whereas in ot-AgZn the formation of cell structure is visible in the beginning of 
the annealing stage II it is assumed that in the case of oc-CuAl cell structures 
were already formed during the early stages of the iterative rolling procedure. In 
spite of the high degree of deformation some of these cell structures remain and 
act as nuclei for the subsequent recovery process. The difference in cell 
formation could not be explained by the relevant dissociation width Cb/yspg 
(G-shear modulus, ySFE-stacking fault energy, b-Burgers vector) of 
dislocations of these two alloys because there are hardly differences. It is 
known, however, that planar slip behaviour is connected with the presence of 
well established SRO in solid solutions [10,11]. Formation of dislocation cells 
is hindered by inhomogeneous dislocation movement (planar slip). This may be 
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the origin of the observed difference because the initial degree of SRO after 
similar deformation is lower in a-CuAI compared to a-AgZn (see next section 
Fig. 4 and Fig. 5). This way dislocation movement may be less hindered in a- 
CuAl and the formation of cell structure may occur during deformation already. 
Further, the growth process of the subgrains in a-CuAl seems to proceed 
independently of their local environment, whereas in a-AgZn it was found that 
growth stops at a size of about 5-7um in stage II until the whole sample volume 
is filled by these subgrains. Mobilisation of grain boundaries during subsequent 
annealing in stage III initiates a continuous growth process of the grains. 

Fig. 2 shows the result of the DSC measurements of Cu-15at.%Al during 
heating with a rate of 10K/min. In the first run (deformed state) a step-like 
decrease in heat flow (exothermic reaction) occurs which is interpreted as the 
development of SRO and minor defect annealing processes, respectively. This 
is followed by a pronounced increase starting at about 550K resulting in a peak 
at  about  580K.  This  onset  of endothermic  heat  flow  is  in  very  good 
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Figure 2. Heat-flow against temperature during DSC-runs on deformed (60% reduction in 
thickness (full line) and recrystallized (dotted-line) samples of Cu-15at.%Al. Heating rate: 10 
K/min. 

correspondence with the onset of massive defect annealing at 545K obtained 
from microhardness measurements. The endothermic peak nearly vanishes in 
the recrystallized state (quenched from 820K); only the smaller exothermic 
contribution due to the establishment of SRO is observed. DSC runs performed 
on the other systems yielded no significant results. 
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SRO-kinetics in the deformed state 

To study SRO kinetics in deformed samples by resistivity measurement it is 
necessary to separate resistivity changes caused by defect annealing from those 
due to pure SRO which occur simultaneously. The separation procedure is 
based on isochronal measurements of as-rolled a-AuFe (microhardness (o) in 
Fig.l and resistivity (D) in Fig.3), which showed that relevant defect annealing 
occurred only above 650K.It was concluded that resistivity measurements 
during isochronal annealing of a-AuFe in the deformed state (V and D in Fig.3) 
up to 650K reflect SRO-induced resistivity changes only because the same 
SRO-equilibrium curve was reached as in the recrystallized state. That this 
behaviour should also be followed by the other alloys was one of the 
assumptions of the separation procedure [6,9]. The supposition of undisturbed 
equilibrium values is supported by model calculations of SRO kinetics [8]. 
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Figure 3.' As-measured SRO-induced resistivity changes versus isochronal annealing temperature 
of Au-14at.%Fe, (•) recrystallized (8h annealing at 1073K+l/2h at 573K), (D) as-rolled (80%), 
(V) as-rolled + l/2h at 573K. Arrows mark onset temperatures of SRO-change; dotted lines mark 
starting level of isochronal annealing treatment; dashed-dotted line represents SRO equilibrium 

From the microhardness isochrones of Fig. 1 and the corresponding 
resistivity isochrones of the recrystallized state (• in Figures 4 and 5) it is 
observed that for cc-AgZn and a-CuAl a separation of effects due to defect 
annealing and SRO-processes is necessary because they take place in the same 
temperature range. With certain assumptions corresponding to common 
ordering behaviour the SRO-processes were separated [6,9] and are plotted in 
Fig. 4 and Fig. 5. In correspondence with the usual interpretation the isochrones 
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of Figs. 3-5 can be explained as follows. Depending on the alloy system at a 
certain temperature excess and thermal vacancies become mobile and a step- 
like decrease in resistivity is observed which is connected with an increase in 
the degree of SRO in these alloys. With increasing temperature the resistivity of 
all samples reaches a minimum. Subsequently, the system is able to establish 
SRO equilibrium states within the time interval of an isochronal step. 
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Figure 4. SRO-induced resistivity changes versus isochronal annealing temperature of Cu- 
15at.%Al, (•) recrystallized, (V) as-rolled (60% reduction). Arrows mark onset temperatures of 
SRO-change; dotted lines mark starting level of isochronal annealing treatment; dashed-dotted 
line represents SRO equilibrium curve. 

For a further increase of temperature resistivity follows the equilibrium line of 
SRO where the degree of SRO changes reversibly (dash-dotted line in Figs. 3- 
5). At high temperatures the isochrone bends away from the equilibrium line 
due to quenching effects (see e.g. Fig. 3 and 5). Analysis of the SRO induced 
isochrones yields the following results: 

(a) The development of SRO in a deformed structure: In a-AuFe (well 
separated temperature ranges of SRO-change and defect annealing) the SRO 
equilibrium state is observed to be independent of deformation. We hold this to 
be valid also for the other alloys a-CuAl and a-AgZn with good justification. 

(b) The degree of SRO in the as-deformed state: Assuming a one to one 
correspondence between electrical resistivity and the degree of SRO, the initial 
degree of SRO before isochronal annealing treatment can be estimated from the 
intersection of the horizontal line through the starting value of the isochrone 
(dotted line in Fig. 3-5) with the equilibrium-line of SRO (dash-dotted line in 
Fig. 3-5). From the dependence of resistivity on SRO it can be concluded that 
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the initial degree of SRO in the as-deformed state is lower in the case of a- 
CuAl and a-AgZn (higher initial resistivity value than for the recrystallized 
state) which is the expected behaviour if moving dislocations reduce the degree 
of order. In a-AuFe, however, the initial degree of SRO after plastic 
deformation is found to be higher compared to the recrystallized state. This 
unexpected behaviour may be due to a transient high concentration of 
deformation induced vacancies produced during cold rolling which leads to re- 
ordering of the material behind the moving dislocations. 
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Figure 5. SRO-induced resistivity changes versus isochronal annealing temperature of Ag- 
21at.%Zn, (•) recrystallized, (V) as-rolled (68% reduction). Arrows mark onset temperatures of 
SRO-change; dotted lines mark starting level of isochronal annealing treatment; dashed-dotted 
line represents SRO equilibrium curve. 

(c) The contribution of quenched-in surplus vacancies on ordering kinetics: 
SRO relaxation times are significantly influenced by pre-deformation. In all 
three alloy systems the evolution of SRO is considerably retarded in the as- 
rolled state in comparison to the recrystallized state. Obviously because of high 
dislocation density a big amount of point defects annihilates before contributing 
to ordering kinetics which is not the case for the recrystallized samples. This 
behaviour becomes very clear for a-AuFe (Fig.3) where the recrystallized state 
and the state as-rolled+l/2h at 573K start at the same initial degree of SRO. 
When the equilibrium-line is reached both states behave equally with respect to 
ordering. Starting from a considerably higher degree of SRO (see above) the 
sample in the as-rolled state shows the very same onset of atomic migration 
(arrows in Fig.3) as the state as-rolled+l/2h at 573K. This result is due to the 
unchanged defect structure in both states. 

A simple model for SRO-relaxation [12] was fitted to the separated 
isochrones of pure SRO-induced resistivity changes in the deformed and 
recrystallized state. Migration and formation enthalpies as well as dislocation 
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densities where obtained from these fits which are listened in Table 1. The data 
in Table 1 are more or less equal in the deformed and the recrystallized state; it 
can therefore be concluded that the vacancy parameters are independent of the 
degree of deformation. 

Table 1. Vacancy parameters as obtained from fitting a simple model for SRO kinetics to the 
separated pure SRO-induced resistivity isochrones 

sample formation migration dislocation pre-exp. 
enthalpy Hf enthalpy Hm density factor TO 

[eV] +5% [eV]±5% [cm-2] ±30% [min-1] ±30% 

Ag-21at.%Zn 
as-rolled (68%) 0.57 0.93 6xl012 1x1015 
recrystallized 0.56 0.82 6xl08 lxlO15 

Au-14at.%Fe 
as-rolled (80%) 0.81 0.90 5x10*3 lxlO16 

recrystallized 0.79 0.90 5x106 1x10*6 
Cu-15at.%Al 
as-rolled (60%) 0.75 0.71 2x10*2 9x1012 
recrystallized 0.79 0.66 9x105 5x10*2 
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ABSTRACT 

We investigate the effect of elevated pressures on the point defect thermodynamics 
in NiAl alloys. A particular motivation for this study is due to the expected elimi- 
nation of structural vacancies on the Al-rich side at high pressure. We employ the 
density functional theory to compute point defect energies as a function of pressure, 
which are in turn used as input to the Wagner-Schottky model. We find that at 
about 200 kbar a change in the constitutional defect from V^i to Aljv; does take 
place. The extension of the Wagner-Schottky model by introducing elastic interac- 
tions between defects leads to the prediction of a qualitatively new phenomenon in the 
system, namely the appearance of an isostructural phase transition terminated at a 
critical point. Similar behaviour is expected in some other ordered off-stoichiometric 
compounds. 

INTRODUCTION 

Intermetallic B2 compound NiAl exists as a homogeneous phase over 
the wide composition range of 45 to almost 60 at.% Ni. It is highly 
ordered and practically does not disorder up to the melting point (Tm= 
1911 K for the stoichiometric composition Nio.sAlo.s). There are numer- 
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ous applications of NiAl alloys in industry; it is also a well-known model 
system for studying physical properties of ordered compounds (see [1] 
for a review). 

In 1937 Bradley and Taylor have discovered [2] that off-stoichiometric 
NiAl alloys demonstrate a peculiar crystal structure: on the Ni-rich side 
excess Ni atoms substitute Al atoms on their sublattice (substitutional 
solid solution), whereas when Al atoms are in excess they remain on their 
own sublattice creating therefore vacancies on the Ni sublattice (subtrac- 
tional solid solution). Since that time many other similar systems have 
been found. Such binary compounds, with substitutional defects on 
one side of stoichiometry and vacancies on the other, have been called 
"triple-defect compounds" [3], which is slightly misleading [4]; NiAl at 
elevated pressure turns out to be a good example to demonstrate that 
(see below). 

Surprisingly, only little is known about NiAl at high pressure. Exper- 
imental information is rather poor: in this connection we can mention 
the study by Taylor and Doyle [5], in which the authors looked for ß- 
manganese or 7-brass type structures in the Al-rich region of NiAl at 
temperatures 1000 - 1500°C and pressure up to 78 kbar: No change in 
the crystal structure was found, instead the authors reported that they 
observed the "partial filling" of structural vacancies. The B2 structure 
remained stable in a more recent investigation of stoichiometric NiAl 
compound up to a maximum pressure of 250 kbar by Otto, Vassiliou, 
and Frommeyer [6]. However, as argued in ref. [7], one can expect the 
change of the ground state crystal structure on the Al-rich side from 
subtractional to substitutional solid solution at high pressure due to the 
larger formation volume of Ni vacancies compared to Al antisites. 

We report below the results of the first systematic study of point de- 
fect statistics in NiAl alloys at high pressure. We work within ab initio 
supercejl density functional theory, in the local density approximation 
(LDA), in conjunction with simple thermodynamic models. A prelimi- 
nary account of the present investigation has been published elsewhere 
[8] and should be viewed as complementary to the current paper. 

NON-INTERACTING POINT DEFECTS IN 
ORDERED COMPOUNDS AT FINITE 
PRESSURE 

We consider here an ordered alloy Ai^B^, which assumes that each 
of the alloy components (A or B) has its own well defined sublattice. De- 
viation from stoichiometry is accommodated by point defects, which are 
conventionally called constitutional defects.  At any finite temperature 
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some thermal point defects are additionally generated: constitutional 
and thermal defects exist in equilibrium in the crystal with concentra- 
tions which minimize the Gibbs free energy G of the system at given 
temperature T and pressure p. 

Variables 

There are four possible types of point defects in an ordered crystal, 
namely the vacancies and antistructural atoms on the two sublattices; 
the possibility of any interstitial defects is neglected here. Following the 
notation introduced in ref. [9], we characterize the state of the crystal by 
six concentrations C;J having a meaning of a concentration per sublattice 
site of the species i (atom A, atom B, or a vacancy V) on the sublattice j 
(A or B), e.g. caa, cvb, etc. All the concentrations should be non-negative 
and are subject to the following constraints: 

Caa + Cba + Cva     =      1  , \±) 

Cab + Cbb + Cvb     —     1  5 (2) 

and there is also a fixed number of atoms rij of each kind (j = a, b): 

N(caa + cab)    =   na , (3) 

N{cba + cbb)    =   nb , (4) 

where N denotes the number of sites per sublattice. Since there are 
7 variables (c,j and N) and 4 constraints Eqs. (l)-(4)), the number of 
independent variables is reduced to 3. 

Thermodynamic potentials 

Let us further assume that point defects do not interact and are ran- 
domly distributed over the crystal. These two assumptions form a basis 
for the Wagner-Schottky (WS) model (a gas of non-interacting point 
defects on well defined sublattices), in which the enthalpy of the crystal 
if is a linear function of defect concentrations. 

In this case, at given external pressure p and some set of species 
concentrations characterized by the vector c [10]: 

c = {cij-, i = a,b, v; j = a,b} , 

the enthalpy of the system can be written as: 

H(p, C,N) = NJ2 Cijhijip) = Nc ■ h(p) , (5) 
hi 

where h(p) is a vector with partial species enthalpies {h{j\ i = a, b, v;j = 
a, b} as the components.   The partial enthalpies are considered as the 
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parameters of the WS model and could be extracted, for example, from 
ab initio supercell calculations. 

Here we neglect any explicit temperature dependence of the enthalpy. 
We do not consider vibrational contribution to the entropy of the crystal 
either, assuming that the entropy of the system is purely the configura- 
tional entropy, which in the mean-field approximation depends only on 
the species concentration: 

5(c, N) = -kBN ]T dj log a, = -kBNc • log c , (6) 

where kB is Boltzmann's constant and in which we define log c as a vector 
with components logc2j. Hence we arrive at the Gibbs free energy in the 
form: 

G{p,T,c,N) = H(p,c,N)-TS(c,N) = Nc-{h{p) + kBTlogc) .  (7) 

The rest of the procedure is completely analogous to the case of zero 
pressure [11]: the equilibrium state of the alloy as a function of the tem- 
perature and pressure (ce»(p, T) and Ne*(p, T)) should be found by min- 
imizing the Gibbs free energy (7) with respect to species concentrations 
c and the number of sublattice sites N, subject to constraints (l)-(4). 
As a result, one arrives at a set of the "mass-action" type equations (e.g., 
Eq. (11) in ref. [11]) which can be solved numerically or analytically at 
each value of the temperature and pressure. The only difference with 
respect to a zero pressure case is that in the corresponding expressions 
of ref. [11] the partial energies e,-j are replaced by the partial enthalpies 
hij. For example, chemical potentials are connected to the equilibrium 
concentrations as follows: 

Ha(p, T) = haa(p) - hva(p) + kBTlog [cZ(p, T)/cH(p, T)] , 

Hb(p,T) = hbb(p) - hvb{p) + kBT\og [ce
bl(p,T)/ce

vl(p,T)] . 

After equilibrium concentrations ceq(p,T) and the number of sites per 
sublattice Neq(p,T) are found, one can substitute them into Eqs. (5)- 
(7) to obtain the actual enthalpy, entropy, and Gibbs free energy of the 
system. The remaining thermodynamic functions can be then calculated 
using standard definitions. In particular, it is straightforward to show 
that the volume of the system V, defined as the partial derivative of G 
with respect to p, also depends on defect concentrations linearly: 

V (p, ce>, T), Ne\p, T)) = Nei(p, T)ce'(p, T) ■ v(p) , (8) 

where v(p) is the vector of partial species volumes v{j which are defined 
as 

dhjj (p) 
dp 

Uij(p) 
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The total energy E can be then found using the Legendre transfor- 
mation as E = H - pV and therefore is again a linear function of ceg. 

Constitutional and thermal defects 

The division of point defects into constitutional and thermal looks 
rather artificial, as they are physically the same objects. The conve- 
nience of the division consists in the following. Let us write the equi- 
librium defect concentration c (hereafter we drop the superscript "eg" 
implying that all considered concentrations correspond to equilibrium) 
as a sum of the concentration of constitutional defects c° and thermal 
defects c*: 

c(p,T) = c°(p) + ct(p,T). (9) 

Due to their definition, constitutional defects are independent of temper- 
ature. As in the T ->• 0 limit one can neglect the entropy contribution, 
their concentration is defined by the minimum of the enthalpy H, which 
is a linear function of defect concentrations; therefore there is only one 
kind of point defect which enters c°. The magnitude of the concentra- 
tion c° is defined by the deviation from the stoichiometry x and also by 
the particular type of point defect chosen by the system to be a constitu- 
tional one (for given x, the necessary concentration of vacancies should 
be about twice as large as the corresponding concentration of antistruc- 
tural atoms). c° depends on pressure in the sense that there may be an 
abrupt change in the preferred constitutional defect as the pressure is 
varied. 

As the composition of the alloy is fixed, thermal defects should always 
appear in a balanced manner on the both sublattices (see, e.g., ref. [12]). 
The simplest examples are a pair of vacancies, one on each sublattice 
(assumed not to be a bound divacancy), an exchange defect (a pair of 
antistructural atoms, one on each sublattice), and a triple defect (an 
antistructural atom on one sublattice and two vacancies on the other). 
Therefore the concentration of thermal defects c* can be considered as 
a sum of concentrations of different composition-conserving defect com- 
binations (CDs), which play the role of elementary thermal excitations 
in the defect structure of the system. Furthermore, since the concen- 
tration depends on temperature exponentially, there is usually only one 
CD (namely the lowest in enthalpy) which determines the concentration 
of each type of point defect. 

More extensive discussion of the CDs in ordered compounds can be 
found in refs. [7, 13], see also the paper by Korzhavyi et al. in the current 
volume [4]. We just note here that even the change of the constitutional 
defect type can be conveniently described in terms of CDs: the substi- 
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Table 1 The simplest composition conserving defect combinations (CDs) and their 
formation enthalpies hcD related to the partial species enthalpies hij in an ordered 
Ai-sB* compound (note, that only three CDs are independent). The last 3 columns 
contain the calculated formation enthalpies in NiAl (A = Ni, B = Al) at different 
external pressure: 0, pcro33 ~ 192 kbar, and 300 kbar respectively. The reverse 
interbranch defects IA- and IB- (not listed) are opposite in sign to IA+ and IB+ 
defects respectively; their enthalpies hiA- = -hiA+ and hiB- = -/I/B+. The change 
of the sign of an interbranch defect enthalpy with pressure (IB± in case of NiAl) means 
the switch of the type of constitutional defects. 

Defect Nota-     Constitution        hCD = f(hij) hCp (eV) in NiAl 
combination       tion Ö pcro33        300 

kbar 

Triple-A TA        2 V,i + As      hTA = hab+                1.58        2.99        3.63 
defect +2hva - haa 

Divacancy D           V.4 + Vs        hD = hva + hvb           2.18        3.69        4.37 
Exchange X           BA + AB        hx = hba + hab-        2.65        2.99        3.10 
defect -hbb - haa 

Triple-B TB        2 Vs + BA      hTB = hba+                5.44        7.38        8.21 
defect +2hvb-hbb 

Inter- 
branch-A+ 
Inter- 
branch-B+ 

IA+ 

IB+ 

2 Vs - As 

2 VA - BA 

hiA+ = —hab+ 
+2hvb +haa 

hlB+ = ~hba+ 
+2hva + hbb 

2.78 

- 1.07 

4.39 

0 

5.11 

0.53 

A-vacancy 
jump 
B-vacancy 
jump 

JA 

JB 

VB+BA-VA 

VA+AS-VS 

hjA = hba + hvb— 
—hva — hbb 

hjB = hab + hva — 
"vb ~~ i^aa 

3.25 

-0.60 

3.69 

-0.70 

3.84 

-0.74 

tution of a constitutional defect of one type by another corresponds to 
a so-called interbranch CD. Basically, the knowledge of the formation 
enthalpy of CDs HCD, which are the corresponding sum of the CD con- 
stituents is enough for the exact description of point defect statistics 
within the WS model. We list for convenience in Table 1 the explicit 
expressions for hcD of some useful defect combinations (note again that 
only 3 of them are independent). 

SUPERCELL CALCULATIONS 

The defect enthalpies as a function of pressure were obtained within 
the finite-temperature density functional formalism [14] employing su- 
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percell geometry. Each type of defect was set up in a supercell, contain- 
ing 48 lattice sites and having hexagonal symmetry. The total energy 
of the supercells was calculated at a number of different volumes (about 
ten). At each volume the positions of the atoms were relaxed until the 
maximal force component dropped below 1 mH/a.u. For each of the 
supercells, the obtained energy-volume dependence was interpolated in 
polynomial form and converted to the enthalpy as a function of pres- 
sure, which in turn was used as an input for the WS model or extended 
WS model, described in Sec. Isostructural phase transition and also in 
ref. [8]. 

Calculations were performed within the plane-wave pseudopotential 
approach. For the integration over the Brillouin zone we used 11 k- 
points in its 1/12 irreducible part. Al and Ni atoms were represented by 
the norm-conserving Troullier-Martins pseudopotentials, and the energy 
of 80 Ry was used as a cutoff for the plane-wave representation of the 
wave functions. 

The calculated lattice parameter (2.897 Ä), bulk modulus (1.69 Mbar), 
and formation enthalpy of stoichiometric NiAl (- 0.69 eV/atom) at zero 
pressure are in good agreement with the most recent experiments (2.886 
A [6], 1.56 ± 0.03 Mbar [6], and - 0.68 eV/atom [15], respectively). In 
addition, the calculated pressure-volume curve for stoichiometric NiAl 
is close to the experimental equation of states obtained in ref. [6]. This 
appears to be an example of the LDA error being compensated by er- 
rors in the pseudopotentials, since one expects the atomic volume to be 
underestimated in an all-electron LDA calculation. 

RESULTS AND DISCUSSION 
We discuss below the behaviour of point defects in Nii^Al^ with 

increasing pressure, as given by the WS model. In the notation we use 
in the paper, "A" means "Ni" and "B" means "Al". 

Calculated CD formation enthalpies at zero pressure, crossover pres- 
sure Peross, and 300 kbar are listed in Table 1. We are aware of only 
two articles, in which the experimental energy of triple defect in NiAl is 
reported. Henig and Lukas [16] give the value of 1.87 eV, and Bai and 
Collins [17] suggest the interval 1.65-1.83 eV (all energies refer to zero 
pressure). In recent measurements by Schaefer, Frenner, and Wiirschum 
[18], the vacancy formation enthalpy of 1.5 ± 0.25 eV in Nio.47Alo.53 at 
high temperature (above 1000 K) has been found; we calculated the en- 
thalpy in this region numerically using our CD energies and arrived at 
the effective vacancy formation enthalpy as large as 1.61 eV. 
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The good agreement of our results with experiment should be inter- 
preted with caution. From a theoretical point of view and the results of 
extensive tests we have noted a significant dependency of the numerical 
results on the particular pseudopotential used for Al, and we do not 
believe our Al-pseudopotential gives an especially good representation 
of the very best all electron LDA results, represented by ref. [12], even 
though it may give better agreement with experimental results. Even 
this agreement is debatable in the case of experiments on point defects, 
which are subject to considerable uncertainty, but a full assessment of 
the situation is beyond the scope of this paper. 

Constitutional defects in NiAl 

At zero pressure, antistructural Ni atoms (NU;) and vacancies on the 
Ni sublattice (VNi) are found to be the constitutional defects on Ni-rich 
and Al-rich sides respectively, which is in agreement with experimen- 
tal observation [2]. With pressure increasing, hiA+ remains positive 
and grows, therefore no change in the constitutional defect type is ex- 
pected on the Ni-rich side. On the other hand, hIB- changes sign at the 
pressure pcross = 192 kbar which indicates that at this crossover pres- 
sure antistructural Al atoms (AIJVJ) become more favorable than VNi, 
consequently the subtractional solid solution should be replaced by the 
substitutional one. A similar value for the crossover pressure (175 kbar) 
was predicted in ref. [7]. No experimental verification of the change in 
the ground state of the compound is yet known to the authors. 

Thermal defects in NiAl 

Once the constitutional defect type is determined, the CD that cor- 
responds to a dominant thermal excitation can be easily found, at least 
in the low temperature limit. The straightforward way to do so is to 
calculate its effective formation enthalpy heff from the slope of an Ar- 
rhenius plot. It has been shown in ref. [7] that the effective formation 
enthalpy of a particular CD heJl defined in this way, is just the forma- 
tion enthalpy of the CD hCD divided by the number of its constituents, 
excluding defects which coincide with the constitutional defects. For ex- 
ample, if the triple-Ni (TA) defect is the dominant thermal excitation, 
its effective formation enthalpy h^ would be: 
h,TA/l in Al-rich NiAl (subtractional solid solution), 
KTAII in Ni-rich NiAl, and 
hTA/S in the stoichiometric NiAl and in Al-rich NiAl (substitutional 
solid solution), 
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where HJA is the formation enthalpy of the TA defect. Comparing the 
effective enthalpies of possible CDs, one can identify the lowest one. 

The condition of T -4 0 is not as strict as it looks. In most cases the 
concentration of point defects in NiAl as a function of temperature is 
close to a straight line in Arrhenius coordinates up to the melting point. 
That means that the slope at zero and high temperature is the same and 
thus the above consideration works rather well. Basically, it does not 
work in cases when the difference between the effective enthalpies of two 
different CDs creating the same point defect is of order of kßT, where 
T is the temperature under consideration (as in case of a stoichiometric 
FeAl compound in which triple-Fe and exchange CDs are very close [19]). 

We plot the effective formation enthalpies of the simplest defect com- 
binations as a function of pressure on Fig. 1, assuming for each CD in 
turn that it is the lowest one. Based on these plots, one can conclude 
that in the whole pressure range under investigation the TA defect dom- 
inates at stoichiometry and in Ni-rich NiAl alloys, and the IB- defect 
is the lowest one in subtractional Al-rich alloys for 0 < p < pcr0Ss [20]. 
For zero pressure, this agrees with existing first-principles calculations 
of point defect energies in NiAl [7, 12, 21]. We also obtain that the IB+ 
defect provides the lowest effective formation enthalpy in substitutional 
Al-rich alloys. 

We draw attention to the fact that above the crossover pressure on 
both sides of stoichiometry NiAl alloys exist as substitutional solid so- 
lutions whereas the dominant excitation in stoichiometric NiAl is still a 
triple defect. As mentioned in the Introduction, there is no clear distinc- 
tion in the literature between compounds demonstrating antistructural 
defects and vacancies on either sides of stoichiometry and those having a 
triple defect as a dominant thermal excitation at the stoichiometric com- 
position (see ref. [22] for a recent review). However, as shown in ref. [4], 
these two features are not equivalent: neither the first follows from the 
second, nor the the second from the first. Up to now no compounds 
were known to the authors, which would fall in one of the respective 
area of the structure maps of ref. [4] to prove this statement de facto: 
NiAl above the crossover pressure seems to be such a case [23]. 

This is clearly seen on Fig. 2 (the figure is Fig. 3 from [4], adapted 
for the case of equiatomic compounds, on which we additionally plot 
the trajectory QR of NiAl compound with pressure increasing). Indeed, 
above some pressure the QR curve crosses the LP line on Fig. 2(a) and 
enters the (BA,AB) area, which means that NiAl becomes a compound 
with antistructural constitutional defects on both sides of stoichiome- 
try. Meanwhile, on Fig. 2(b) the QR curve remains entirely within the 
(TA) region, therefore the triple-Ni defect dominates in stoichiometric 
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Figure 1 Pressure dependence of the effective formation enthalpies heff(p) of the 
simplest CDs in the zero temperature limit: a) in stoichiometric NiAl compound; b) 
in Ni-rich NiAl alloys; c) in Al-rich NiAl alloys (subtraction^ solid solution); and d) 
in Al-rich NiAl alloys (substitutional solid solution) as given by the WS model. 

448 



NiAl. Interestingly enough, on figures Fig. 2(b-d) the QR curve always 
points toward the LK;N triangle where the exchange defect X has the 
lowest effective formation enthalpy. This agrees with "common sense" 
expectations: at high enough pressure a system would prefer to avoid 
creating vacancies. If one tries to extrapolate the curves on Fig. 1(a) 
to higher pressure, the enthalpies of X and TA may cross each other at 
about 550-600 kbar: this is the pressure at which curve QR would inter- 
sect line LK on Fig. 2(b) - after that NiAl becomes an "anti-structure 
defect" compound in all senses. Much higher pressure is required to 
make the curve cross the LKi line on Fig. 2(c) (Ni-rich alloys), and it 
is impossible to say whether the curve ever enters the LK3N triangle on 
Fig. 2(d) (Al-rich alloys) at all. The moving of the point representing 
NiAl along the QR line slows down noticeably as the pressure becomes 
higher and higher. The trajectory is very unlikely to reach the LN line: 
this line represents the case when the exchange defect has zero formation 
enthalpy, which is hard to imagine at whatever high applied pressure. 

The NiAl trajectory intersects the dashed line on Fig. 2(d) at the 
same pressure, as it crosses line LP on Fig. 2(a): the change of the solid 
solution type on the Al-rich side occurs simultaneously with the change 
of sign of the IB± complex defect within the WS model. Another event 
which Fig. 2(d) demonstrates is the crossing of the QR and LK4 lines. 
The crossing point corresponds to the intersection of IB- and TA curves 
on Fig. 1(c) at approximately -30 kbar and means that at such a negative 
pressure the triple-Ni defect starts to dominate also in Al-rich alloys. 

Concluding this section, we would like to emphasize that all the above 
considerations rely only on hcD enthalpies as functions of pressure, i.e. 
without performing actual calculations of defect concentrations. The 
latter, of course, could also be done, however we preferred a qualita- 
tive analysis for understanding the broad picture. It also demonstrates 
the strong points of the WS approach to large extent. A quantitative 
calculation at high temperature should also take account of formation 
entropies and the temperature dependence of the formation enthalpies 
[11]. 

ISOSTRUCTURAL PHASE TRANSITION 
The WS model is often a good tool to bridge the gap between micro- 

scopic ab initio calculation and point defect statistics in a macroscopic 
system. In many cases it gives defect concentrations with a high de- 
gree of confidence, given the underlying point defect formation energies. 
Nevertheless, it does not work in cases where defect-defect interactions 
become important. In particular, there is no point in trying to use the 
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Figure 2 Position of NiAl on the point defect structure maps [4] denoting the consti- 
tutional defects (a); and the dominant thermal defects in the low temperature limit 
for stoichiometric (b), Ni-rich (c), and Al-rich (d) alloys. The maps correspond to the 
equiatomic binary compound case, zA = hJA/hD,zB = hJB/hD. The coordinates of 
points (ZA,ZB) are: 0(0,0); L(-l,l); N(l,-1); P(l,l); K(l/2,l/2); K,(0,l/2); K2(1,0); 
K3(l/2,0); and K4(0,1) (more details about the maps can be found in ref. [4] in the 
present volume). The position of NiAl alloys (A=Ni, B=A1) with pressure changing 
is marked with curve QR: point Q corresponds to p = -50 kbar, point R to p =300 
kbar; the position at zero pressure is marked with the triangle. 
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WS model if any cooperative phenomena involving defect structures take 
place. The next question we address, namely, whether any phase transi- 
tion occurs in the crystal at p = pcross, requires extending the WS model 
by including interactions between defects. 

Even if "chemical" defect-defect interactions are weak and short-ran- 
ged as required by the WS model, there are still long-ranged elastic 
interactions which arises due to lattice distortion introduced by point 
defects. 

Let us map a crystal with randomly distributed point defects onto 
a conglomerate of supercells containing one point defect each. Within 
the WS model defects exist independently, therefore the volume of each 
supercell at given external pressure is defined by its energy-volume curve 
as given by ab initio calculations. The total volume of the crystal in this 
case depends linearly on the number of each type of defects, which is 
reflected by Eq. (8). 

In general, at some arbitrary external pressure the volume of super- 
cells containing different types of point defects is different. Being placed 
in the same crystal, such supercells encounter certain mismatch at the 
boundary and have to align their lattice parameters. This picture pro- 
vides a simple way to introduce elastic interactions between defects: let 
us assume from the beginning that the average volume of each supercell 
corresponds to the average volume of the crystal at given c. The re- 
sulting equation together with the appropriately modified Eq. (5) forms 
a basis for the extended Wagner-Schottky (EWS) model, which is de- 
scribed in ref. [8]. 

In the EWS model the enthalpy of the crystal becomes non-linear 
with respect to defect concentrations, which means that defects now 
"see" each other via the averaged crystal volume, i.e. due to interaction 
of the elastic type. It can be shown either by the second-order Taylor 
expansion of the enthalpy in powers of defect concentrations [8], or using 
classical elasticity theory [25], that the defect mixing enthalpy can be 
defined and that it is positive. The latter means that the change of 
the constitutional defect type should be the first-order phase transition 
(FOPT). 

As long as defects are assumed to be randomly distributed, the change 
of the constitutional defects does not change the symmetry of the sys- 
tem. Consequently, the FOPT is an isostructural phase transition in 
which the phase-coexistence line is terminated with a critical point. Our 
calculations show that in Al-rich NiAl the position of the critical point 
strongly depends on the alloy composition: the larger the deviation from 
stoichiometry, the higher are the critical pressure and critical tempera- 
ture. 
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Let us now take a more general view, and consider some ordered off- 
stoichiometric compound. Due to the presence of at least 2 sublattices, 
there are several ways for a compound to accommodate the deviation 
from stoichiometry by creating constitutional point defects (vacancies 
and antisites, for example): the choice of the particular type of the de- 
fects depends on their formation enthalpy. If now the external conditions 
(pressure in our case) are changed so that another point defect type be- 
comes favorable, the system can undergo an isostructural FOPT of the 
type described. The magnitude of the associated volume change is pro- 
portional to the constitutional defect concentration (typically, several 
percent) and the formation volume of corresponding defect substitution 
(interbranch CD): if vacancies are involved, the formation volume should 
be of order one atomic volume. That suggests a class of systems in which 
to look for an isostructural phase transition in solids. 

SUMMARY 

We investigate the thermodynamics of point defects in NiAl alloys at 
pressures up to 300 kbar on the basis of ab initio plane-wave pseudopo- 
tential supercell calculations in conjunction with simple thermodynamic 
models of the Wagner-Schottky type: 
1) The change of the constitutional defect type in Al-rich alloys takes 
place at a crossover pressure of 192 kbar from VAT; to Alyv;; the type of 
solid solution on the Al-rich side is correspondingly changed from sub- 
tractional to substitutional. 
2) Up to 300 kbar, the dominant thermal excitation in stoichiometric 
NiAl compounds is still a triple-Ni complex defect: the switch to an 
exchange defect may take place at much higher pressure. 
3) No variations either in constitutional defects or in the dominant type 
of thermal defects are expected on the Ni-rich side. 
4) The change in the type of solid solution on the Al-rich side turns out 
to be an isostructural phase transition terminated by a critical point; 
we suggest that such a phenomenon should be typical for ordered com- 
pounds with constitutional defects. 
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ABSTRACT 

We have shown that atomic species in mixed III-V layers, differing in their covalent tetrahedral radii, 
are not distributed at random on their respective sublattices. Two types of deviations from randomness are 
observed: (1) phase separation, and (2) atomic ordering. We have highlighted the microstructural 
characteristics of phase separated and phase separated/ordered layers and have discussed their origins. We 
have also briefly considered the influence of these features on electronic properties and device 
performance. 

INTRODUCTION 

The binary III-V compound semiconductors have specific band gaps. In principle, we 
can produce materials having intermediate values of band gaps by mixing appropriate 
amounts of suitable binaries. The resulting ternaries and quaternaries, such as InGaP, 
InGaAs, InGaN, AlGaN, and InGaAsP, form a basis of a number of electronic devices 
and systems. 

The mixed III-V compounds containing P, As, and Sb crystallize in the zinc-blende 
structure, whereas group III nitrides grown at high temperatures exhibit the wurtzite 
structure. These two structures consist of two interpenetrating FCC sublattices. One of 
the sublattices is occupied by group III atoms, whereas group V atoms reside on the 
second sublattice. An interesting question is whether or not the atomic species in mixed 
III-V layers are distributed at random on their respective sublattices? 

A number of studies have shown that atomic species in mixed layers, differing in 
their covalent tetrahedral radii, are not distributed at random on their respective 
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sublattices. Two types of deviations from randomness are observed: (1) phase separation, 
and (2) atomic ordering. Recently, Zunger and Mahajan [1] reviewed the published 
literature, and the reader is referred to this article for details. 

In this paper, we briefly highlight the microstructural characteristics of mixed III-V 
layers and discuss their origins. We also consider the influence of these features on 
electronic properties and device reliability. 

PHASE SEPARATION 

The small scale contrast fluctuations, referred to as lateral phase separation, were first 
seen in InGaAsP layers by Henoc et al. [2] using transmission electron microscopy. 
Subsequently, Mahajan et al. [3], Norman and Booker [4], Chu et al. [5], McDevitt et al. 
[6] and Lee et al. [7] investigated this phenomenon in detail. Figure 1 taken from the 
study of McDevitt et al. [6] shows the contrast behavior of microstructures observed in an 
InGaAsP layer, grown on a (ooi) InP substrate by liquid phase epitaxy, under various 
reflections. The layer is lattice matched to the substrate, and emits at 1.33 (am. The 
micrographs in Fig. 1 exhibit two prominent features: (1) fine scale speckle structure, 
and (2) basket-weave pattern. Both of these features are aligned along the [loo] and [oio] 
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Figure 1. Dark-field electron micrographs obtained from a (001) InGaAsP layer grown on an InP 
substrate by liquid phase epitaxy. The operating reflections in (a), (b), (c), and (d) are 220, 220, 040, and 
400. After McDevitt et al. [6]. 
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directions, and their respective wavelengths are -10 and 100 nm. It can also be deduced 
from Fig. 1 that the speckle structure produces strains along the [ioo] and [oio] directions. 

When the layer in Fig. 1 was examined in cross-section using the 004 reflection, the 
speckle contrast was not observed [6]. This implies that phase separation does not occur 
along the growth direction and is two-dimensional in nature. To further confirm this 
assessment, McDevitt et al. [6] investigated InGaAsP layers grown on (no), (iTl),, and 
(i23) InP substrates. In each case the observed microstructure reflected the 
crystallography of the growth surface, and in no case was phase separation seen along the 
growth direction. Furthermore, phase separation occurred along soft directions lying in 
each growth surface. 

The presence of phase separated microstructures is not consistent with the bulk 
thermodynamic calculations of Stringfellow [8] and Onabe [9], who predicted low critical 
temperatures for decomposition because of the strain energy considerations. If we invoke 
that the speckle structure in Fig. 1 represents /«-rich and Ga-Rich regions, we can 
rationalize as follows the discrepancy between the theory and the experiments. We 
envisage that the speckle structure evolves' at the surface while the layer is growing. 
Since the covalent tetrahedral radius of In atoms is larger than that of Ga atoms, the 
volumes of In-centered tetrahedra in mixed III-V layers will be larger than those of Ga- 
centered tetrahedra. It is conceivable that the system may have lower strain energy when 
the two types of tetrahedra are separately clustered, resulting in /«-rich and Ga-rich 
regions at the surface. These regions are subsequently incorporated into the layer during 
additional growth because of kinetic constraints. This implies that phase-separated 
microstructures observed in mixed layers [1-7] are non-equilibrium in nature. 

The non-equilibrium nature of phase separation was borne out by the study of Lee et 
al. [7]. These authors diffused zinc at 390°C for 20 hours into phase-separated InGaAs 
layers grown at 485°C because the in-diffusion of Zn would tend to mix atoms on the 
group III sublattice. Their results are reproduced as Fig. 2, where three different regions 
are apparent. Near the surface, i.e., the top region, the microstructure is more or less 
homogeneous. In the region defined by the arrows, the fine scale speckle structure has 
been eliminated by the in-diffusion of zinc, whereas the less distinct coarse modulations 
are still present. Both the speckle structure and the coarse modulations are observed near 
the layer-substrate interface, i.e., the lower region. The preceding results indicate that the 
phase-separated microstructure observed in InGaAs layers is non-equilibrium in nature in 
the bulk, and are consistent with the calculations of Stringfellow [8] and Onabe [9] that 
are based on bulk thermodynamics. 

An interesting question is whether or not the concept of self-organization of atomic 
species in mixed layers, proposed by Glas and co-workers [10-12], can explain the 
origins of the speckle structure seen in Fig. 1. Based on their arguments, it is difficult to 
comprehend the two-dimensional nature of phase-separated microstructures [5,6] and the 
presence of satellites in electron diffraction patterns obtained from phase-separated layers 
[6]. 

The fine scale speckle structure was observed in mixed layers grown by equilibrium 
and non-equilibrium growth techniques [3,7]. McDevitt et al. [6] showed that 
wavelengths of the speckle structure were affected by the growth temperature as well as 
the growth technique. They attributed these effects to changes in surface diffusion 
characteristics. 
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Figure 2. Cross-section electron micrograph obtained from an InGaAs layer grown at 480°C in which Zn 
was diffused at 390°C for 50 hours. Note the presence of three regions: (1) near the surface, the 
microstructure is more or less homogeneous, (2) in the region bounded by the arrows the fine scale 
modulations have been eliminated by the in-difusion of zinc, whereas the less distinct coarse modulations 
are still present, and (3) near the layer/substrate interface both the coarse and fine modulations are still 
present. After Lee et al. [7]. 

The basket weave pattern observed in Fig. 1 is sometimes referred to as coarse 
contrast modulations in the literature, and has been seen by a number of investigators [2- 
7, 13-15]. Two explanations have been proposed for their formation. According to 
Henoc et al. [2], they represent composition modulations and evolve by surface spinodal 
decomposition. The major difficulty with this idea is that the observed wavelength of the 
modulations is too long for them to evolve by surface diffusion during the time it takes to 
deposit a bilayer. 

Alternatively, Mahajan and co-workers [3, 6, 7, 14] have suggested that the coarse 
modulations form to accommodate the two-dimensional strains associated with the fine 
scale speckle structure. Let us consider the situation in Fig. 1 where the speckle structure 
develops along the [100] and [oio] directions lying in the (ooi) growth surface. As 
indicated earlier, the formation of the fine scale structure results in biaxial strains or 
stresses along the [100] and [oio] directions. Instead of having the layer uniformly 
strained across the layer/substrate interface, the system may lower its energy by dividing 
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the surface into tension and compression regions. We envisage that this feature is 
responsible for coarse contrast modulations. Furthermore, the higher the interfacial 
strains resulting from the speckle structure, the smaller the wavelength of the coarse 
contrast modulations. 

The above assessment is borne out by the study of Lee et al. [15], where they grew 
InGaAs layers of the same composition on (001) InP substrates at different temperatures 
by liquid phase epitaxy. Their results are reproduced as Fig. 3. The coarse contrast 
modulations are only seen in a layer grown at 480°C, i.e., Fig. 3(a), where the 
compositional difference between the phase-separated regions is larger and thus the two- 
dimensional strains are higher. 
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Figure 3. Dark-field micrographs obtained from (001) InGaAs layers grown at (a) 480, (b) 540, (c) 600, 
and (d) 640°C. The operating reflection in each case is 220 and is indicated by an arrow. After Lee et al. 
[15]. 

A related form of lateral phase separation is observed in short period superlattices 
[16]. Figure 4 taken from the study of Cheng et al. [16] showed, using a variety of 
characterization techniques, the presence of unintentional lateral composition 
modulations along the [iTo] direction in which the In composition was found to vary 
smoothly from 42 to 56%, while the complementary Ga composition varied between 58 
and 44%. 

We can rationalize the above observations on lateral composition modulations in 
short period superlattices in terms of the conceptual framework used to explain the origin 
of coarse contrast modulations. Assuming that the short period superlattice is not lattice- 
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matched to the underlying substrate, undulations comprising tension and compression 
regions may develop at the growing surface. Since the covalent tetrahedral radius of In 
atoms is larger than that of Ga atoms, the In and Ga atoms are incorporated preferentially 
into the tension and compressive regions, respectively, resulting in lateral composition 
modulations. Again, the period of the modulations will depend on interfacial strains. 
The larger the strains, the shorter the period. Furthermore, the modulations in Fig. 4 are 
not driven by a thermodynamic instability, but by the presence of stresses that lead to 
segregation. Therefore, it would be more appropriate to refer to them as stress-induced 
composition fluctuations. 

(GaP)2/(inP)2 SPS 

WSß 
Figure 4.    Dark-field TEM image of the (GaP)1l{InP)2 superlattices showing lateral phase separation. 
After Cheng et al. [16]. 

Naturally-occurring, vertical phase separation has been observed in lattice- 
mismatched, mixed III-V layers grown on (ooi) substrates [17]. The study of Ferguson et 
al. [17] showed that the vertical phase separation in InAsSb layers only occurred when the 
growth temperature was below 430°C. Above this temperature, homogeneous solid 
solution was obtained. Figure 5 shows an example of vertical phase separation in an 
InAsSb layer deposited on a (ooi) GaAs substrate [17]. It is clear that the layer has 
vertically separated into two phases; their compositions as determined by 
photoluminescence are InAso.69Sbo.31 and InAso.37Sbo.63 [17]. 

The origin of vertical phase separation is not well understood. A plausible 
explanation in the case of InAsSb layers could be as follows. It appears from the work of 
Ferguson et al. [17] that the critical temperature for phase separation is below 430°C. If 
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we invoke that the lower growth temperatures lie within the surface spinodal region, then 
layers can decompose in two ways: (1) lateral phase separation, and (2) vertical phase 
separation. If the InAsSb layer were to laterally phase separate into ^5-rich and S*-rich 
regions, the interfacial strain energy would be high because the respective mismatches 
with the underlying substrate would be 7.45 and 10.6%. This calculation assumes that 
Vegards Law is obeyed. On the other hand, if the layer were to vertically phase separate 
so that the As-v\c\i layer is contiguous to the substrate, then the mismatch would be 
-7.45%, energetically less unfavorable situation. We therefore infer that vertical phase 
separation may be preferred over lateral phase separation in InAsSb layers. 

Figure 5.      Cross-sectional dark-field electron micrograph obtained from an InAsSb layer grown by 
molecular beam epitaxy at 340°C that shows vertical phase separation. After Ferguson et al. [17]. 

We envisage that lattice-mismatched, mixed layers will decompose via vertical phase 
separation. This suggestion is consistent with the recent study of Neubauer et al. [18] on 
Ak.25Gao.75N layers grown (0001) sapphire by plasma-induced molecular beam epitaxy. 
One of their results is reproduced as Fig. 6(a), and the corresponding diffractogram is 
shown in Fig. 6(b). The presence of darker and lighter regions is clearly evident in Fig. 
6(a). The digital analysis of these lattice images indicates that the AlGaN layer 
decomposes into one monolayer containing 89% Al and about 3 monolayers with 4% Al. 
The four monolayer periodicity is consistent with the diffractogram shown in Fig. 6(b), 
where the observed periodicity is 4 x d(0oo2), d(0oo2) being the lattice spacing of (0002) 
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Figure 6. (a) Cross-sectional high resolution transmission electron micrograph obtained from an 
Al035Ga06sN layer, and (b) diffractogram obtained from the enclosed region in (a). After Neubauer et al. 
[18]. 

Figure 7. Electron diffraction patterns obtained from an ordered InGaP layer grown by organometallic 
vapor phase epitaxy on a (001) GaAs substrate at 650°C: (a) pattern observed from the [no] zone axis; 
only reflections belonging to the zinc-blende structure are present, and (b) pattern observed from the [no] 
zone axis; superlattice reflections are present at -[i n] and -[ill] and equivalent positions. After Philips 
et al. [23]. 2 2 
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planes.   Furthermore, they observed that the periodicity of naturally occurring short 
period superlattices depended on the layer composition. 

Recently, Ruterano and Deniel [19] observed 0001, 0003, ... superlattice spots from 
InGaN layers, and attributed them to atomic ordering. Could they be due to vertical 
phase separation induced short period superlattices consisting of /«-rich and Ga-rich 
monolayers? This is an interesting question because InGaN layers are a prime candidate 
to exhibit phase separation since the tetrahedral radii difference between the In and Ga 
atoms is substantial. 

ATOMIC ORDERING 

In (oo l) mixed III-V layers grown by a variety of vapor phase techniques, atomic 
ordering co-exists with phase separation [1]. However, ordering is absent in layers 
deposited by liquid phase epitaxy [1-4, 6, 7]. As a result of ordering, double and triple 
period superlattices evolve spontaneously on two of the four {ill} planes [1, 20-24]. 

Figures 7(a) and 7(b) shows [no] and [no] electron diffraction patterns obtained from 
a lattice-matched InGaP layer grown by organometallic vapor phase epitaxy on (ooi) 
GaAs at 650°C [23]. The [no] zone axis pattern in Fig. 7(a) shows only the fundamental 
zinc-blende reflections, whereas, in addition to the fundamental reflections, ]- [fiijand 
- [ill] superlattice spots and their equivalents are observed in Fig. 7(b). This implies that 
real space periodicities along the [ni] and [ill] directions are doubled. Since the atomic 
arrangement of {in} planes in a random III-V alloy crystallizing in the zinc-blende 
structure is A(III) a(V)B(III)b(V)C(III)c(V)A(III)a(V)..., the preceding observations 
suggest that following atomic arrangement on (in) and (ni) planes in an ordered InGaP 
layer: A(In)a(P)B(Ga)b(P)C(In)c(P)A(Ga)a(P)B(In)b(P)C(Ga)c(P)A(In)a(P).. .resulting 
in double period superlattices. Furthermore, these ordered variants are referred to as 
{111}B or CuPts because the line of intersections of the (ill) and (in) planes with the 
(ooi) surface is parallel to that of the {IM}B planes in which the group V atoms are 
uppermost. 

Murgatroyd et al. [25] and Chen et al. [26] investigated atomic ordering in (ooi) 
GaAsSb and GaAsP layers in which atomic substitutions occurred on the group V 
sublattice. They showed that ordering occurs on the (in), and (in), planes in these layers. 
Combining these results with those on the mixed group III sublattice, it is inferred that 
the pair of {in} planes on which ordering occurs is independent of the sublattice on 
which the atomic substitutions are effected. 

Since CuPtB ordering is observed on only two of the four {in} planes, it is likely not 
to be a bulk phenomenon and may occur close to the surface. A number of investigators 
[22-25] invoked that the occurrence of (2 x 4) surface reconstruction on group V 
terminated (ooi) surfaces was responsible for atomic ordering. As illustrated in Fig. 8, the 
occurrence of surface reconstruction produces subsurface stresses. The stresses are 
compressive in nature beneath the dimers, whereas they are tensile in character between 
the dimers. The existence of these stresses will bias the occupation of subsurface sites by 
atomic species differing in their covalent tetrahedral radii. The valence force field 
calculations of Philips et al. [27] indicated that it is energetically more favorable for 
larger size atoms to occupy [no] rows between the dimers, whereas small size atoms lie 
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along [no] rows underneath the dimers. As a result, [no] rows will alternate in 
composition along the [no] direction. For example, [no] rows of In and Ga atoms will be 
located between the dimers and underneath the dimers in an ordered InGaP layer. In the 
presence of surface steps, the rows shift laterally during growth, leading to the 
development of CuPt-type, order [22-25]. Furthermore, an ordered variant can be 
selectively chosen by tilting the (001) substrate around the [no] axis [23, 26]. Philips et al. 
[23] attributed this to biasing the direction of dimerization, i.e., [no] or [lioj. 
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Figure 8.   Preferential subsurface site occupation by atomic species differing in covalent tetrahedral radii 
as a result of dimerization induced subsurface strains. After Philips et al. [23]. 

McFadden investigated in detail the domain structure in InGaP layers grown on 
(OOl) vicinal GaAs substrates by organometallic vapor phase epitaxy [27]. Some of the 
results of his study are highlighted in Figs. 9 and 10. Figure 9 was obtained from a 
region close to the layer/substrate interface, whereas Fig. 10 came from a region that was 
close to the surface. The average domain size is fairly small near the substrate, and the 
domains coarsen substantially as the layer thickens. Furthermore, the domain walls are 
faceted. 

Two explanations were proposed to rationalize the above observations. First, the 
existence of ordering in subsurface layers will tend to dimerize the growing surface in 
such a way that the two features are commensurate with each other. As a result, the 
existing order will be propagated into the growing layer. Second, the occurrence of step 
flow during the layer growth could cause the coalescence of the domains. 

That atomic ordering is surface-reconstruction driven is supported by the studies of 
Gomyo et al. [28] and Philips et al. [29]. They showed that in the presence of a (2 x 3) 
surface reconstruction, triple-period superlattices developed only on (in), and (in), 
planes. Figure 11(a) shows a [no] diffraction pattern obtained from an InGaAs layer 
grown by molecular epitaxy on a (2 x 3) reconstructed (ooi) surface; the indexed pattern is 
shown in Fig. 11(b). The superlattice spots are observed at I[in], ^[ni] and i[in], -[in] 
and equivalent positions. Diffuse intensity spikes are attributed to trie presence of a large 
number of domain boundaries and shallowly inclined interfaces in as-grown layers [30]. 
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Figure 9. Dark-field, plan view image of single ordered variant InGaP layer, grown by organometallic 
vapor phase epitaxy, showing faceted domain boundaries. The micrograph was obtained from a portion of 
the layer that was close to the substrate. After McFadden [27]. 

Figure 10. Dark-field, plan view image of single ordered variant InGaP showing faceted domain 
boundaries. The micrograph was obtained from a portion of the layer that was close to the surface. After 
McFadden [27]. 
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Figure 11. (a) [l Toj electron diffraction pattern obtained from an InGaAs layer grown by molecular beam 
epitaxy on a (2 x 3) reconstructed (001) surface, and (b) the indexed pattern. The presence of superlattice 
spots at -[ill], -[ill],and -[ill] , -[ill] and equivalent positions are clearly evident. After Philips et al. 
[29]. 
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Figure 12.  (a)   [no] cross-section of a (2 x 3) reconstructed (001) surface, and (b) atomic arrangement 
resulting from intraplanar and interplanar ordering. After Philips [30]. 
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The above observations can be rationalized by referring to Figs. 12(a) and 12(b). 
Figure 12(a) shows the [llo] section of a (001) surface that has undergone (2 x 3) 
reconstruction. It is clear from this figure that preferential occupation of subsurface rows 
by atomic species differing in tetrahedral radii would occur along the [no] direction. In 
the case of an InGaAs layer, Ga atoms would tend to segregate to the row marked A in 
Fig. 12(a), whereas In atoms would prefer rows B and C. Since these two rows are 
equivalent insofar as lattice distortion is concerned, the average atomic concentrations 
along these two rows should be the same. As a result of the preferential site occupation, 
the triple-period superlattice may evolve as schematically illustrated in Fig. 12(b). 

Since phase separation co-exists with atomic ordering in mixed III-V layers grown by 
vapor phase techniques, an interesting question is whether or not phase separation 
precedes ordering or vice versa? As indicated earlier, McDevitt et al. [6] demonstrated 
that phase separation occurred on the surface while the layer is growing. For ordering to 
evolve, the phase-separated microstructure must undergo atomic rearrangement in 
subsurface layers. Since bulk diffusion is extremely slow in III-V materials, the ordered 
arrangement could not develop by subsurface diffusion. It is likely that the required 
atomic rearrangement occurs at step edges because of the prevailing stress state [23]. To 
effect this rearrangement the stress state must change from tensile to compressive and 
back to tensile as the step propagates a distance of y r-, where a is the lattice parameter 
of the material. 

McFadden measured the dependence of order parameter on growth conditions in 
InGaP layers [27]. The highest value of the order parameter obtained in his study was 
0.5. This observation is consistent with the above discussion that phase separation 
precedes atomic ordering, and the phase-separated microstructure is not fully converted 
into an ordered arrangement because of the kinetic constraints. 
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Figure 13.  Plot showing the variations in 77K carrier mobility of InGaAs layers as a function of growth 
temperature. After Lee et al [15]. 
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INFLUENCE   OF   PHASE   SEPARATION   AND   ATOMIC   ORDERING   ON 
ELECTRONIC PROPERTIES AND DEVICE BEHAVIOR 

The presence of phase separation reduces carrier mobility [14, 15, 31, 32]. This 
effect is shown in Fig. 13, where the carrier mobilities of InGaAs layers at 77K are 
plotted as a function of growth temperatures. It is clear that the mobility increases with 
the growth temperature. As discussed earlier, the higher the growth temperature, the 
smaller the compositional difference between the phase-separated regions and vice versa. 
Since different compositions will have different band gaps, microband offsets will 
develop at interfaces between the phase separated regions. For carriers to move through 
the layer, they must overcome these band offsets. At a low growth temperature, the band 
offset is larger because of the larger compositional difference between the phase 
separated regions. As a result, the carrier mobility in the layer is low. 

McDevitt [31] showed that the carrier mobility of phase separated InGaAsP layers 
was increased by annealing them at high temperatures for extended periods. He 
attributed the increase to the reversion of phase separation. 

In principle, the presence of atomic ordering should reduce carrier scattering, and thus 
enhance mobility. This is not generally achieved in mixed layers [1]. This effect is 
caused by the scattering of carriers from domain boundaries. Furthermore, ordering 
reduces band gaps [1] because of the changes in lattice periodicity. 

The presence of phase separation and atomic ordering in mixed III-V layers has 
ramifications in device performance and reliability. Consider a situation where a phase 
separated InGaAs layer is being used as an active layer in a high electron mobility 
transistor. If we could eliminate phase separation in the layer, we can further enhance its 
mobility, suggesting that phase separation may have deleterious effects on device 
performance. On the other hand, Mahajan [33] argued that the occurrence of phase 
separation and atomic ordering in active, mixed III-V layers of light emitting devices 
enhanced their degradation resistance. This occurred because non-radiative 
recombination-enhanced glide and climb of dislocations that led to degradation was 
difficult in the presence of these microstructural features. The preceding discussion 
suggests that the microstructure of an active layer in a device must be tailored for optimal 
performance. 

An interesting question is how to tailor microstructures of mixed III-V layers? Since 
only phase separation is observed in layers grown by liquid phase epitaxy [1-4, 6, 7], it is 
then feasible to exclude ordering from these layers. Another approach for eliminating 
ordering would be to substantially misorient underlying substrates so that the length of 
terraces is considerably reduced. This situation may not be conducive to surface 
reconstruction, thus eliminating the source of ordering. Both phase separation and 
ordering may also be eliminated from layers by the in-diffusion of dopants that cause 
mixing of atomic species [17]. However, this may increase carrier concentration in 
layers, leading to lower mobilities. 

SUMMARY 

We have shown that atomic species in mixed III-V layers, differing in their 
tetrahedral radii, are not distributed at random on their respective sublattices. Two types 
of deviations from randomness are observed: (1) phase separation, and (2) atomic 
ordering. The highlights of these microstructural features are as follows: 
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Phase Separation 

• In nearly lattice-matched layers, lateral phase separation occurs on the surface 
while the layer is growing. 

• The coarse modulations evolve to accommodate the two-dimensional strains 
associated with lateral phase separation. 

• The composition modulations observed in (GaP)2(InP)2 short period superlattices 
may be due to stress-induced segregation. 

• In lattice-mismatched systems, vertical phase separation may be energetically less 
unfavorable than lateral phase separation. 

Atomic Ordering 

• Atomic ordering is effected by subsurface stresses caused by surface 
reconstruction. The period of ordering-induced superlattices on {111} planes can 
be changed from double to triple by replacing (2 x 4) surface reconstruction with 
(2x3). 

• Ordered regions grow in size with layer thickness. 
Both of these microstructural features affect electronic properties, and the 

microstructure of an active layer needs to be tailored for optimal device performance. 
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DYNAMICAL LATTICE INSTABILITIES IN ALLOY 

PHASE DIAGRAMS 

Goran Grimvall 

Theoretical Physics, Department of Physics 
Royal Institute of Technology 
SE-100 44 Stockholm, Sweden 

INTRODUCTION 

Ab initio electron structure calculations can accurately give total energies of solids in 
assumed atomic configurations for which there are no experimental data. As an example, 
one may calculate the total energy of silicon and germanium not only in the observed and 
stable diamond-type lattice structure but also in body centred cubic, face centred cubic, 
hexagonal close packed and other structures.1 Similarly the difference in cohesive energy 
between bcc, fee and hep lattice structures can be obtained across a transition-metal row in 
the Periodic Table.2 As another example, one may find the vacancy formation energy in 3d- 
, 4d- and 5d-transition metals when they are assumed to have a bcc structure and compare 
that with the results in an assumed fee structure.3 In all such calculations, the atomic 
positions are kept fixed in a certain lattice structure, i.e. bcc, fee, hep etc. However many of 
these structures, for a given chemical composition, are dynamically unstable. The well- 
known conditions for elastic stability under shear, in a lattice of cubic symmetry, are4 

c44>0; C = (cn-ci2)/2>0 (1) 

where Cjj are single-crystal elastic constants. Even if these inequalities referring to long- 
wavelength deformations are fulfilled, there may be instabilities under a lattice modulation 
of short wavelength. To ensure stability of a lattice for any small displacement of the atoms 
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from their assumed equilibrium positions, all phonon frequencies a(q,s) of wavevectors q 
and mode indices s must be real, i.e., 

cfiiqj) > 0 

DYNAMICAL INSTABILITY IS A COMMON PHENOMENON 

(2) 

Not until recently has it been realised how common it is that structures previously 
assumed to be metastable structures (i.e. structures with an energy higher than that of the 
observed ground state) are in fact dynamically unstable; cf, e.g., Wills et al.5, Craievich et 
al.6>7, Grimvall.4'8 and further references in Table 1. In earlier calculations, when one 
obtained vibrational modes (q,s) with cfi(q,s) < 0, this was often assumed to be due to 
deficiencies in the theoretical description of the interaction between the atoms. 
Furthermore, for a long time the existence of lattice instabilities was the (unknown) reason 
why ab initio calculations of total energies of elements in bcc, fee and hep structures 
sometimes came out to be very different from what one inferred from a semiempirical 
analysis of experimental binary alloy phase diagrams using the Calphad method. The two 
views have now been reconciled.8 

Table 1 gives some examples of dynamical instabilities, as obtained in ab initio 
calculations. The list is far from complete and only serves the purpose of showing how 
common and varied the instabilities are. Many further examples of instabilities in the long- 
wavelength limit, i.e. elastic constants violating one of the inequalities in eq. (1), are found 
in Wills et al.5 and Craievich et al.7 Such ab initio electronic structure calculations, giving 
the total energy of the static lattice along so called Bain paths for lattice deformations, are 
now common practice. In order to be accurate they should allow the crystal volume to vary 
along the Bain path, so as to give the energy minimum. 

Table 1. The observed structure (at room temperature and normal pressure) of some materials, and examples 
of structures that have been found to be dynamically unstable. 

Material Observed structure Unstable structure Reference 

Cu fee bcc 

Ni fee bcc 

Os fee bcc 

Mg hep bcc 

Re hep bcc 

Cr bcc fee 

W bcc fee 

GaAs diamond NaCl 

Kraft et al.9 

Craievich and Sanchez'" 
Wills et al.5 

Moriarty and Althoff'' 
Persson etal.'2 

Craievich and Sanchez'" 
Einarsdotter et al.' ^ 
OzolinS and Zunger'4 

It is clear from Table 1 that a material which is stable in the close packed fee or hep 
lattices may be dynamically unstable in the bcc lattice, and vice versa. However, we also 
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note that both the close packed and the bcc structures may be dynamically stable at all 
temperatures below the melting temperature, as is the case for iron. Titanium, zirconium 
and hafnium exemplify that the hep and the bcc structures are dynamically stable at high 
temperatures, while the bcc phase appears to be dynamically unstable at low 
temperatures.15 

APPROACHING A LATTICE INSTABILITY IN AN ALLOY 

As an illustration consider a binary alloy A].CBC at 0 K, where the element A is 
observed in the fee lattice structure and has a dynamically unstable bcc lattice, while 
element B is stable in the bcc and unstable in the fee phase. One example16 is A = Pt, B = 
W, and another10 is A = Ni, B = Cr. Let the concentration c increase from c = 0 to the 
critical concentration c* beyond which aP-{q,s) is no longer positive for all modes (q,s). 
Since a phase diagram is determined by a comparison of Gibbs energies G = H - TS of 
competing phases, it is interesting to investigate G{T;c) as c approaches c* from the stable 
region. 

The essential physics can be described by harmonic lattice vibrations. We therefore 
assume that the phonon spectrum is independent of the temperature T, and ignore the an- 
harmonic corrections that certainly are present close to c*. Furthermore we focus on the 
high-temperature region, T > 6b where 6b is a characteristic Debye temperature. Then, for 
a spectrum of harmonic vibrations and at pressure p ~ 0, the vibrational contribution to the 
Gibbs energy has the form (per atom)4 

Gvib = #vib - TSyib ~ -3ICBT \n(kBT/hwlog) = -3kBT { 1/3 +ln(776b)} (3) 

Here &>i0gis the logarithmic average of the phonon frequencies. The last equality refers to a 
phonon spectrum described by a Debye model. Then Gvib diverges towards -co when c -» 
c* (i.e. when 6b -> 0), and the corresponding phase would be significantly stabilised at 
concentrations just before one reaches c*. However, in a Debye model all the phonon 
frequencies simultaneously tend to 0 as c -» c*. In a real system, on the other hand, there 
will one particular mode (q,s) for which co(q,s) first becomes 0 when c = c*, while other 
modes still have a finite co. Therefore the singularity in SVib is weak. In fact, Svjb has a 
finite limiting value when c ->c* in the model of harmonic vibrations.16 

On the basis of eq. (3) we can understand some features in the phase diagram of a 
binary alloy with phases that are dynamically unstable for certain concentration ranges. The 
gradual softening of the phonon spectrum as the concentration approaches the stability limit 
(i.e. the lowering of &>iog) tends to decrease Gvib/ and thus tends to make the phase 
thermodynamically more stable in competition with other phases. Therefore the vibrational 
part of the Gibbs energy must be considered in a discussion of the phase diagram of such 
systems; cf. work on Ni-Cr10 and W-Re.12>17 However, we also noted above that the 
singularity in SVib is weak. It therefore often happens that the experimentally determined 
phase diagram shows no particular feature that immediately reveals the existence of 

475 



dynamical instabilities. One such example is the Pt-W system.16 The fee Pt-W solid 
solution becomes unstable in the W-rich end, but does so at Pt concentrations which are 
well within the two-phase field in the phase diagram; cf. Figure 1. Hence there is no 
conspicuous precursor effect in the fee phase field related to the instability. A similar 
situation holds for the bec phase field in the W-Re phase diagram17. Pure W has the bec lat- 
tice structure, while pure bec Re is dynamically unstable. 

4000 

3000  - 

2000 - 

1000 

1 
c    (atomic fraction of W) W 

Figure 1. The essential features of the experimental Pt-W phase diagram. 

Magnesium provides an interesting case of a lattice instability. At zero pressure Mg is 
stable in the hep lattice. The high-pressure form of Mg has the bec structure, but it becomes 
dynamically unstable at lower pressures (p < pc ~ 50 MPa at low 7). The temperature- 
pressure phase diagram of Mg has been obtained in ab initio calculations.11 The phase 
diagram does show a precursor effect, in the form a tendency to a stabilisation of the high- 
pressure bec structure for p just above the critical pressure pc at which the bec phase 
becomes dynamically unstable, Figure 2. Since the stabilising effect is due to the entropy 
term Svib in the Gibbs energy G = H-TS,it is only seen at high temperatures T where TSVib 
gives a significant contribution to G. 

CONCLUSIONS 

It is common to discuss properties of materials not only in that crystal structure which 
is observed in thermal equilibrium (e.g., bec), but also in other structures (e.g., fee and 
hep). Not until recently has it been appreciated that these other structures may not be 
metastable phases but are in fact dynamically unstable and therefore have an undefined 
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entropy and Gibbs energy. The source of such information is usually some form of ab initio 
calculation of unstable phonon modes. This paper gives examples of materials showing 
lattice instabilities. In particular, the behavior of the Gibbs energy of binary alloys Ai_cBc 

and the consequences for the phase diagram are considered, as the concentration c approa- 
ches the limit of dynamical stability. 
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Figure 2. The temperature-pressure phase diagram of magnesium. Adopted from ab initio-type calculations 

by Moriarty and Althoff.'' 
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2 

INTRODUCTION 

Intermetallic compounds have been studied very extensively in the last two decades 
since they are considered excellent materials for high-temperature applications (for recent 
reviews see Liu et al. 1992; Westbrook and Fleischer 1995; Stoloff and Sika 1996). The 
main reasons are that they tend to be intrinsically very strong, possess high elastic moduli 
and have low self-diffusion coefficients and thus a high creep strength as well as 
corrosion resistance. The intermetallics that have been in use for a long time are alloys of 
Ni and Al, such as superalloys containing Ni3Al particles (see, for example, Nabarro 
1994; Stoloff and Liu 1996) and NiAl based alloys (see, for example, Darolia, et al. 1992; 
Noeb'e, et al. 1996) as well as Fe-Al alloys (Stoloff 1998). In recent years the 
development and investigation of new intermetallics that are believed to supersede the 
Ni-Al and Fe-Al based alloys has been pursued very actively. The most interesting are 
compounds with higher melting temperatures than Ni-Al alloys and with low density 
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combined with high strength and modulus that give rise to attractive specific properties 
(property divided by density). 

At present one of the most promising new compounds is TiAl crystallizing in the 
Ll0 structure (Dimiduk 1999). This material has not only very attractive specific 
properties but also a relatively high toughness and ductility have been achieved by 
inventive metallurgical processing. Aluminium rich alloys have a single-phase Ll0 

structure but stoichiometric and titanium rich alloys exhibit two-phase lamellar structure, 
consisting of layers of tetragonal, Ll0, TiAl and hexagonal, DO,9, Ti3Al (for a review see 
Huang and Chestnutt 1995). Interestingly, the most ductile material is the two phase 
lamellar alloy although its components are quite brittle in single crystalline form 
(Yamaguchi, et al. 1996; Kim 1998). 

A possible next generation of compounds that has invoked a wide-spread interest, 
are transition metal (TM) suicides formed from refractory metals of groups IVa - Via (for 
reviews see Vasudevan, et al. 1999). Their melting temperature is appreciably higher 
than that of Ni or Ti based aluminides, comparable to silicon-based ceramics, but they are 
metallic materials and, consequently, possess relatively high thermal conductivity and are 
plastically deformable. Until now di-silicides have been the most investigated group of 
these materials, in particular MoSi2 which crystallizes in the tetragonal Cl lb structure 
(see, for example, Ito, et al. 1997, 1999; Mitchell and Misra 1999). However, more 
complex suicides, such as Mo5Si3 which crystallizes in the body-centered tetragonal D8m 

structure, are also strong candidates mainly because of their superior corrosion resistance 
and high creep strength (Chu, et al. 1999). 

However, the above mentioned benefits of intermetallic compounds do not come 
without attendant drawbacks. The single largest impediment is their low ductility and/or 
toughness at ambient temperatures. In general, these properties tend to plummet as the 
crystal symmetry decreases and the covalency of bonding increases. Both TiAl based 
alloys and TM-silicides possess non-cubic crystal structures and their bonding has a 
significant covalent component (Siegl, et al. 1997; Tanaka, et al. 1999). The ductility of 
any crystalline material is controlled by the motion of dislocations and it is a common 
feature of complex structures that dislocations possess non-planar sessile cores and thus 
very high Peierls stresses (for reviews see Duesbery and Richardson 1991; Vitek 1992). 
This characteristic of the atomic structure of dislocations, which is further enhanced if the 
covalent component of bonding is significant, controls then to a great extent the 
mechanical behaviour of these materials. A fundamental understanding of these 
problems can be attained by atomistic modelling of dislocations, stacking-fault type 
defects and interfaces present in these materials. An appropriate description of atomic 
interactions is an essential precursor for physically meaningful studies of this type. 

While LDA based ab initio calculations are at present the state of the art, they are 
severely limited by the number of independent atoms that can be treated in such studies 
and, for example, thousands of atoms need to be included in dislocation calculations. 
Simple alternatives, embedded-atom or Finnis-Sinclair type potentials (Daw and Baskes 
1984; Finnis and Sinclair 1984), that proved very valuable in many metallic systems, are 
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central force schemes and not sufficient if the covalent component of bonding is 
significant. The semi-empirical method in which the required covalent character of 
bonding is included explicitly is the tight-binding method. In recent years this method 
has been reformulated in terms of Bond-order Potentials (BOP) (Pettifor 1989, 1995; 
Pettifor and Aoki 1991; Horsfield, et al. 1996a, b; Bowler, et al. 1997) using the 
orthogonal basis and two-centre bond (hopping) integrals. In this case a very important 
problem is the transferability of the bond integrals. This is particularly crucial when the 
method is to be used in studies of extended defects with structures very different from 
ideal lattices. This problem is thoroughly investigated in this paper by studying the 
environmental dependence of the bond integrals using the ab initio all electron TB- 
LMTO method (Andersen and Jepsen 1984; Skriver 1984; Andersen, et al. 1985). It is 
shown that in Ti-Al alloys the bond integrals are transferable and can be represented as 
functions of the separation of atoms. The BOP is then constructed for these alloys using 
the usual two-center bond integrals and testing of these potentials demonstrates their 
capability to describe atomic interactions in a broad variety of structures. On the other 
hand, in molybdenum silicides the transferability of the bond integrals is limited and it is 
proposed that an environmental dependence of the two-centre bond integrals needs to be 
introduced in order to overcome this problem when constructing BOP for these alloys. 

DEFINITION OF BOND-ORDER POTENTIALS 

The BOP method is a tight-binding scheme in which the computational effort scales 
linearly with the number of particles considered (Horsfield and Bratkovsky 1996; 
Horsfield, et al. 1996a, b; Bowler, et al. 1997; Nguyen-Manh, et al. 1998). The energy of 
a system of atoms is divided into three parts and can be written as 

U = Up^r+Ubond+Uenv (1) 

Upair represents the electrostatic interaction between the atoms and the overlap repulsion 
between the valence d and p orbitals. It is principally repulsive and described by a pair- 
potential, the functional form of which has been taken as 

^(K^tK^-^HiR^-R^ (2) 

where H(x) is the Heaviside step function, R^ is the separation of interacting atoms i and 
j and S; and Sj mark the type of species at the sites i and j, respectively. This is a sum of 
cubic splines that extends up to the cut-off R'"Sj. The node points of the splines, Rs

k'
Sj, 

and numerical coefficients, Ak" ', are used as fitting parameters as described below. 
This functional form assures that Vs"Sj and its first and second derivatives are 
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everywhere continuous and equal to zero at the cut-off; the same form was used in the 
construction of many-body central force potentials of the Finnis-Sinclair type (Ackland, 
et al. 1987). 

Ubond is the bond energy arising from formation of the valence band that comprises 
terms dependent on bond angles; in Ti-Al alloys and transition metal silicides this 
contribution originates from d and p electrons and also includes their hybridization. 
Within the BOP it is written as 

Ubond = ZHI,J®J,I (3) 

where H, j and ©j f are the Hamiltonian and bond order matrix elements, respectively. 
The index I = [i.L^sJ, where i numbers the atomic sites in the system studied, Lj = (£m)j 
where I denotes the quantum orbital moment and m the quantum magnetic 
moment for spherical symmetry and s, has the same meaning as in the case of the pair 
potential; analogously J = [j,Lj,Sj], Lj = (£m)j. Thus the bond energy associated with 

atom i, Ubond, is within the BOP method decomposed explicitly in terms of the 
contribution from individual bonds which atom i makes with the neighbouring atoms j 
(Pettifor 1995). The values of H, j are ascertained on the basis of ab initio calculations 
and for i * j the functional forms of H, j, called in the following the bond integrals, are 
also determined. This is discussed in the following section. 

The bond-order matrix can be expressed for a given Hamiltonian in terms of the 
derivative of certain diagonal elements of the Green's function (Aoki 1993; Aoki and 
Pettifor 1993). These diagonal elements are evaluated using the recursion method of 
continued fractions (Haydock 1980) with the recursion coefficients determined by the 
Lanczos algorithm (Lanczos 1950). In order to damp down the long-range Friedel 
oscillations that are present in metallic materials, a fictitious finite temperature of the 
electrons is introduced in order to achieve rapid real-space convergence of the bond-order 
potentials. For this reason the free bond energy rather than the internal bond energy is 
used in the calculations (Horsfield and Bratkovsky 1996; Girshick, et al. 1998). The 
relatively complex procedures involved in evaluation of Ubond are all part of the suit of 
computer codes available as the Order N (OXON) package. 

The environmentally dependent part of the energy, Uenv, represents the s,p ion core 
repulsion (Pettifor 1978) and it is described by a repulsive central-force many body 
potential which was proposed to have the screened Yukawa form (Nguyen-Manh, et al. 
1998) 

lr   Si Si exp[-{(ASi + ASj )(R:: -2R'i,Sj)] 
Ue„v=^lBS"Sj-^-^ -^ S_Ji (4.l) 

1 i.j Kij 
■"j 
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with 

ASi = X$ 
-il/n 

XCSiexp(-i;SiRik) 
k*i 

(4.2) 

where BSi,s\ C, t)Si, ^, R'"Sj and nSi are adjustable parameters, in general dependent 
on the type of species, S;. This form was deduced in the framework of an investigation 
of the total energy contributions to the Cauchy pressures (C12 - C66 and C13 - Cu for the 
tetragonal symmetry). This contribution is particularly important when some of the 
Cauchy pressures are negative, which is the case in both TiAl (Tanaka, et al. 1996; 
Tanaka and Koiwa 1996) and MoSi2 (Tanaka, et al. 1997). The reason is that for 
structures in equilibrium Upair does not contribute to the Cauchy pressures (Sob and 
Vitek 1996; Girshick, et al. 1998) and the bond part alone also gives positive 
contributions (Nguyen-Manh, et al. 1998). 

Atomistic simulations require not only evaluation of the energy but also its 
derivatives with respect to the positions of atoms, i. e. forces acting on individual atoms. 
The calculation of the derivatives of the pair and environmental parts of the energy is 
straightforward. The derivatives of the bond part can be found using the Hellmann- 
Feynman theorem (Hellmann 1937; Feynman 1939) provided the bond order is computed 
sufficiently accurately (Girshick, et al. 1998); evaluation of these derivatives is also part 
of the Order N (OXON) package. 

BOND ENERGY: HAMILTONIAN MATRIX ELEMENTS AND THEIR 
TRANSFERABILITY 

For i * j the bond integrals H,_, are commonly determined within the orthogonal 
two-centre approximation. However, when a more general non-orthogonal basis set is 
introduced within the tight-binding method, the overlap matrix, Su, and three-center 
integrals interject an environmental dependence that is neglected in this approximation. 
Hence, the transferability of the bond integrals based on the orthogonal basis set to 
different environments may be limited and needs to be thoroughly investigated. This is 
particularly important when BOPs are to be used in studies of complex defects with 
structures very different from the ideal lattices and, in the case of alloys, for different 
compositions. This problem is addressed in this section. 

However, the first important approximation is the limited set of orbitals used in the 

tight-binding scheme. Specifically, in the case of Ti-Al and Mo-Si alloys we have 

included d orbitals centred on Ti or Mo, respectively, and p-orbitals centred on Al or Si, 

respectively. Thus H, j * 0 in the following three cases: (i) s(= Sj=Ti(Mo), Lt = Lj and 
1=2 (d-orbital); (ii) s{ = Sj=Al(Si). L = Lj and( = 1 (p-orbital); (iii) s,= Ti(Mo), Sj=Al(Si), 
L= (2,m)i (d-orbital) and Lj = (l.m)j (p-orbital), or vice versa. The validity of this 
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approximation was tested by comparing the electronic densities of states (DOS) 
calculated in this tight-binding p-d approximation with those evaluated using the ab-initio 
all electron tight-binding LMTO method (Andersen, et al. 1985). This test demonstrated 
that for both TiAl with the Ll0 structure and MoSi2 with the Cl lb structure all the 
important features of the DOS are well reproduced within the p-d approximation 
(Nguyen-Manh, et al. 2000; Znam, et al. 2000). Note that in this approximation the 
species and the values of L{ are uniquely linked so that the species index, st, can be 
omitted from the index I used in marking the elements of the Hamiltonian matrix H, ]. 

In order to investigate the transferability of the bond integrals and to determine 
their functional forms, Hj j need to be evaluated as functions of the separation of atoms i 
and j for various structures using an ab-initio technique. Such technique must employ a 
small, single-electron basis of atom-centered, short-range orbitals and the Hamiltonian 
must have a simple analytical form that relates to a two-center, orthogonal tight-binding 
Hamiltonian so that a direct link with the tight-binding method can be established. The 
first-principles TB-LMTO (Andersen and Jepsen 1984; Andersen, et al. 1985) is such a 
method. In this approach the minimal basis of muffin-tin orbitals is transformed in the 
two-centre approximation exactly into a localized basis with at most one s-type, three p- 
type and five d-type orbitals per atom. The TB-LMTO Hamiltonian may be expressed in 
the orthonormal representation as a power series in the two-centre tight-binding 
Hamiltonian 

H^(cf-EVI)5„+VdFs«;^d7 (5) 

where the superscript _ denotes that the Hamiltonian is constructed using the screened 
structure constants, S"r These are determined by the positions of the atoms in the 
system studied. They are given in terms of the conventional canonical structure constants 
S°j by the matrix equation (Andersen, et al. 1985; Andersen, et al. 1994) 

Sa=S0(l-aS0)"' (6) 

where a is a diagonal matrix with elements av = aß>{j8Li L. that characterizes the 

corresponding LMTO representation (Andersen and Jepsen 1984; Andersen, et al. 1985). 
Evl are the energy expansion parameters taken at the center of the occupied part of the L; 

projected valence density of states (Skriver 1984). Coefficients (cf - Evl) and d" can be 

obtained from the self-consistent LMTO potential parameters c[, d[ and y, that are 

tabulated in (Andersen, et al. 1985) using the expression (Nowak, et al. 1991) 

■Evl _ 

-Evl 

1/2 

= l + ^p(c[-EVI) (7) 
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The optimum values of a, that yield the most localized orbitals are as = 0.3546, an = 
0.0530 and ad = 0.0170 (Nowak, et al. 1991). 

Owing to the short-range character of the screened structure constants the second 

term in equation (5) gives for i ?t j the effective bond integrals. However, it should be 

noted that the reduction of S";to axially symmetric two-centre integrals with a, n and 8 

states (for the direction R; - R, connecting the two atoms chosen as the z axis of the 

coordinate system) is no longer exact. The reason is that the screened structure matrix, 

unlike the canonical one, generally has lower than cylindrical symmetry because of its 

dependence on the local environment. Hence, the resulting bond integrals H, j are, in 

general, environmentally dependent. 
While the on-site Hamiltonian elements do not enter directly into equation (3), they 

are needed when evaluating the bond order. They can be again determined using 
equations (5-7) and their values were calculated in this way for ideal structures such as 
Ll0TiAl. However, they are adjusted self-consistently to maintain local charge neutrality 
with respect to each atom via the so-called promotion energy. This condition reflects the 
perfect screening properties of metallic materials (Pettifor 1995) and it is achieved 
efficiently within the BOP scheme as described in (Horsfield, et al. 1996a, b; Bowler, et 

al. 1997). 
In order to investigate the bond integrals employed in BOP for Ti-Al alloys, their 

dependence on the separation of atoms was calculated using equations (5-7) for Ll„ TiAl 
and DO,, Ti3Al as well as for pure Ti and Al. This was achieved by evaluating the 
integrals in each case for several volumes per atom. The employment of different 
structures and compositions allows us to investigate possible environmental dependence 
of these integrals. The results of these calculations, presented in Fig. 1, show an 
excellent transferability between different structures and compositions for all the bond 
integrals used: dda and ddrc for Ti-Ti bonding (dd8 is not included in Fig. 1 but displays 
the same behaviour), ppo and pprc for Al-Al bonding and dpo and dpjt for Ti-Al 
bonding. Detailed numerical values of these integrals will be presented in (Znam, et al. 
2000). This finding confirms that the bond integrals can be represented as functions of 
the separation of the atoms and the corresponding analytical formulae used for these 
integrals in the framework of BOP are given in the next section. 

A salient feature of the Ti-Al alloys, as well as of pure Ti and Al, is that their 
structures are close packed and thus the second nearest neighbour spacing is much larger 
than that of the first nearest neighbours. Hence, owing to the short-range nature of the 
screened structure matrix, all the bond integrals are negligible at second nearest 
neighbours. 

The bond integrals for Mo-Mo (ddo and ddit; 8d8 is again not presented), Si-Si 
(ppo and ppn) and Mo-Si (dpa and dprc), calculated using the same TB-LMTO scheme, 
are presented in Fig. 2. These calculations were performed for the experimentally 
observed structures MoSi2 (Cl lb), Mo5Si3 (D8J, Mo3Si (A15) and pure Mo (bcc) and for 
MoSi and pure Si in hypothetical B2 and bcc structures, respectively. The situation 

485 



0.05 

Du 

60 

T3 c o 
m 
-0.05 

-0.1 

Ti-Ti bonding 
i—'—r*—\—"n- 

d*0» 

• ddc Ti-hcp 
DddoTiAl-Ll0 

♦ ddoTijAl-DO,, 
A ddJt Ti-hcp 
▼ ddJtTiAl-Ll0 

<dd7cTi3Al-D019 

8 

Al-Al bonding 
i   '   i   '   '   ' B| 

0.05 

-0.05 

Ti-Al bonding 
i   '   i   '   i   'n 

/ 

• dpoTiAl-Ll0 

odpoTiAl-DO,9 

♦ dp7tTiAl-Ll0 
AdpjtTi^l-DO,, 

56789    10      56789    10   """56789    10 
Interatomic distance (a.u.) 

Figure 1. Bond integrals in Ti-Al alloys calculated using TB-LMTO as function of the separation of atoms. 
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regarding the transferability and dependence on the separation of atoms is now different. 
Some of the bond integrals display noticeably different values for the same atomic 
separation but different structures, as well as a discontinuity between the first and second 
nearest neighbours for the bcc-like structures. Unlike in close packed structures, in the 
bcc lattice the first and second neighbours are close to each other (14% difference in 
interatomic distances) and this results in different environmental screening for the two- 
centre bond integrals. This effect has also been found recently in the development of an 
empirical environmentally dependent spd-based tight binding model for molybdenum 
that contains fifty three adjustable parameters (Haas, et al. 1998a, b). However, in this 
study the discontinuous behaviour was found only for ssa and spa, whereas our present 
parameter-free calculations show this effect for all bond integrals and it is most 
pronounced for ddTT, pprc and dpn, as seen in Fig. 2. 
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BOND-ORDER POTENTIALS FOR TiAl 

Construction of the potentials 

Since BOP is a semi-empirical method of describing the atomic interactions, 
various equilibrium properties of pure titanium and TiAl are fitted during their 
construction. However, it is important to note that the number of empirical data fitted is 
quite small (nine for TiAl). The BOPs obtained describe the Ti-Ti, Al-Al and Ti-Al 
interactions in TiAl and, moreover, the part describing Ti-Ti interaction also represents 
BOP for pure Ti. But, the same is not true for Al as no properties of pure aluminium 
have been fitted when constructing the BOP for TiAl. We should note that the BOP for 
pure Ti developed in the present study is not the same as that advanced earlier (Girshick, 
et al. 1998) although the fitting procedure is similar, since the environment dependent 
term was not included in (Girshick, et al. 1998). 

An important feature of the fitting procedure is that it is sequential. This means that 
first Ubond is constructed based solely on ab-initio calculated data with no empirical 
input, next Uenv is obtained by fitting the Cauchy pressures and, finally, the pair potential 
is fitted so as to reproduce several equilibrium properties, namely, lattice parameters, 
remaining elastic moduli and cohesive energy. Starting with the bond energy, the most 
important quantities are the numbers of d and p electrons and the bond integrals. 
Furthermore, the number of levels included in the Lanczos algorithm for evaluation of the 
Green's functions and the effective electronic temperature, Te, have to be chosen. These 
were taken as four, i. e. nine moments, and kBTe = 0.3eV, respectively. No empirical 
input has been used at this stage. The numbers of electrons have been chosen so as not to 
be far from the values found in ab initio calculations but were used as adjustable 
parameters as explained below. The bond integrals are represented analytically such as to 
reproduce the TB-LMTO calculations presented in Fig. 1. Since they can be regarded as 
functions of the separation of atoms they have been described by the functional form 
suggested by Goodwin, Skinner and Pettifor (1989). 

H i'i.j'j.," = H 
rRrnna 

'ti.itj.f R 
■J  / 

exp <i''j 

R^ 

RH 

R*''j , VRc      J 
(8) 

where Ry is the separation of atoms i and j, lx and ^ are either 1 or 2, representing p or d 

states, and u\ denotes a, n or 8 (quantum magnetic moment in cylindrical symmetry). 
Hl/j.j<j,/; can then be written using the usual notation dda, ddrc,..., pdn (for example 
Hi'i,j2,CT = pdc )• The ratios of the bond integrals are not canonical but again determined 
on the basis of ab initio TB-LMTO calculations: dda : ddn : dd5 = -1.526 : 0.5284 : 
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4-'j    p'i''j    _'i''j -0.0622, ppo : pprc = 1.8986 :-0.2255 and pdc: pdrc = -1.397 : 0.3748. RQ 
J
 , Rc"J, n 

i\M and nc''j, together with the numbers of p and d electrons, are adjustable parameters used 
to fit the ab initio calculated bond integrals and assure correct order of energies of 

competing structures B2 (CsCl), Bl (NaCl) and B19 (hexagonal). The numbers of p and 

d electrons ascertained in this fitting process are 1.1 and 2.0, respectively. 
The on-site elements HiU1 and Hi2i2 for Al and Ti, respectively, were evaluated 

using equations (5-7) for the ideal Ll0 TiAl and D019 Ti3Al. They were found to be very 
similar in both cases which demonstrates the perfect screening criterion for these 
intermetallic compounds. In the present study we used as the initial on-site elements 
entering the BOP scheme the TB-LMTO values for Ll0 TiAl averaged over different |x's: 
Hii,ii (Al) = 0.279 Ry and Hi2 i2 (Ti) = 0.110 Ry. As mentioned earlier, they are then 
adjusted self-consistently to maintain local charge neutrality. 

As the second step, the parameters BSl,8\ C\ i)S|, X\, R*"S) and ns' inequations 
(4.1) and (4.2) have been fitted to reproduce the Cauchy pressures. This fitting was first 

carried out for pure Ti so that the above parameters were determined for s{ = si = Ti. In 

this case the two Cauchy pressures are positive: C12 - C66 = 0.26 leV/A  and 

C13 -C44 = 0.109eV/Ä3. When fitting the Cauchy pressures for TiAl the above 

parameters were determined for ss = Sj = Al while we set A™ = ^AT'T'AMM and 

RTIAI _ ]/2(RjiTi + R;™). In this case the two Cauchy pressures are negative: 

C12 - C66 = -0.040 eV / Ä3 and C13 - C44 = -0.213 eV / Ä3. It should be noted that the 

introduction of the repulsive environment dependent term allows us to reproduce both 

positive and negative Cauchy pressures on an equal footing. 
Finally, the remaining elastic moduli (three for pure Ti and four for TiAl), lattice 

parameters (a and c) and cohesive energies have been reproduced by fitting the 
parameters entering equation (2) for the pair-potentials. The detailed numerical values of 
the fitted quantities and corresponding parameters in BOP will be presented in Ref. 
(Znam, et al. 2000). 

Testing of the potentials 

The first and most important requirement is that the fitted equilibrium Ll„ structure 
of TiAl is stable relative to possible alternative crystal structures with 1:1 ratio of Ti and 
Al, in particular B2 (CsCl), Bl (NaCl) and B19 (hexagonal). This, together with the 
correct order of energies of competing structures, has been assured when fitting the bond 
integrals (equation (8)). However, the magnitudes of the energy differences between 
alternative structures have not been fitted and thus an appropriate test of the ability of 
BOP to determine such differences is to compare ab initio and BOP calculated values. 
This js done in Table 1 where the energy differences between the above mentioned 
structures and the equilibrium Ll0 structure are summarized for BOP and ab initio 
calculations employing FP-LMTO (Nguyen-Manh, et al. 1995; Nguyen-Manh and 
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Pettifor 1999a). Obviously, the agreement between the BOP and ab initio calculated 
energy differences is very good. 

Table 1. Energy differences between alternative crystal structures with 1:1 ratio of Ti and Al and the LIo structure 
calculated ab initio by FP-LMTO method and by using the constructed BOP 

COMPARED BOP FP-LMTO 
STRUCTURES (meV/atom) (meV/atom) 

B2-L10 138 142 
B1-L10 699 667 
B19-L10 43 42 

Since the potentials are intended for atomistic modeling of extended defects they 
have to be applicable when the atomic environment is considerably different from that in 
the ideal lattice. While this can never be fully tested as the variety of environments 
encountered in such defects is very rich, an assessment can be made by investigating the 
highly distorted structures encountered along certain transformation paths (Milstein, et al. 
1994; Nguyen-Manh, et al. 1996; Sob, et al. 1997; Nguyen-Manh and Pettifor 1999b; 
Paidar, et al. 1999). Three distinct transformation paths have been investigated, 
tetragonal, trigonal and hexagonal, that connect highly symmetric structures that may be 
equilibrium crystal structures. Each of these paths can be characterized by a single 
parameter, p, and the variation of the total energy of the corresponding structures with the 
parameter p has been calculated using BOP and the full-potential linearized augmented 
plane waves (FP-LAPW) code described in (Blaha, et al. 1990). An analogous 
investigation of the applicability of the central-force Finnis-Sinclair type potentials for 
TiAl, constructed in (Vitek, et al. 1997a), has been made recently (Paidar, et al. 1999) 
and the FP-LAPW data used in Figs. 3-5 have been reproduced from this paper. 
Similarly, a detailed description of the three transformation paths can be found in (Paidar, 
et al. 1999) and here we only summarize the main features of these paths. 

The tetragonal path, also called the Bain path, is the simplest continuous path 
between the bcc and fee lattices in elemental solids and corresponds to a homogeneous 
straining. The parameter p is equal to the c/a ratio of the tetragonal structures 
encountered along the path and in the case of an elemental solid p = 1 for the bcc lattice 
and p = V2 for the fee lattice. In the case of an ordered binary AB alloy, p = 1 
corresponds to the B2 (CsCl) superlattice and p = V2 to the Ll0, fec-based, superlattice. 
In fact, the symmetry of all the structures corresponding to p>l is Ll0. It should be 
emphasized here that p = c/a characterizes distortions with respect to the B2 structure. 
When considering the fee structure as a reference, the ratio of the corresponding 
tetragonal lattice parameters, c„ and a,, c/a, = p/V2 and thus the fec-based Ll0 superlattice 
formed for p = V2 corresponds to c/a, = 1. 
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The trigonal path also corresponds to a homogeneous deformation but in the case of 
an elemental solid it connects three cubic structures, bcc, sc and fee, and the 
transformation parameter p varies from 1 for bcc, through 2 for sc to 4 for fee lattices. 
The corresponding ordered binary stoichiometric structures are B2, Bl and LI,. All other 
structures encountered along this path also possess the LI, symmetry. 

Finally, the hexagonal transformation path connects in the case of elemental solids 
the bcc and hep lattices. However, it does not correspond to a homogeneous 
deformation. It is a combination of a homogeneous deformation that preserves the atomic 
volume with shuffling of alternative close packed atomic planes in opposite directions; 
the shuffling is linearly coupled to the magnitude of straining. In elemental solids p = 0 
corresponds to the bcc lattice and p = 1 to the hep lattice. All other structures 
encountered along this path are orthorhombic. In the case of an ordered binary AB alloy, 
p = 0 corresponds to the B2 superlattice and p = 1 to the B19 superlattice; the structure 
corresponding to p / 1 has the same B19 symmetry. 

The dependence of the energy per atom on the parameter p is shown for the three 
transformation paths considered in Figs. 3,4 and 5. The circles represent BOP and 
triangles ab initio calculations; the energy is always measured relative to the minimum 
for a given path. The agreement between BOP and ab initio calculations is certainly 
adequate for all three cases. 

A similar comparison was also made for the central-force Finnis-Sinclair potentials 
by Paidar et al.(1999) and while the general shape of the calculated dependencies is 
reproduced in the central-force framework, the agreement with ab initio data is 
considerably less satisfactory. 
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For the tetragonal transformation (Fig. 3) it should be noted that the extremum for p 
= 1, corresponding to the B2 structure, is dictated by the symmetry and for TiAl it is a 
maximum for this path. The minimum is found for p = 1.44 which corresponds to the Ll0 

structure with c,/a, = 1.02 which was fitted in the construction of both the BOP and 
Finnis-Sinclair potentials (Vitek, et al. 1997a). Near this minimum the agreement with ab 
initio data is very good for both BOP and central-force potentials (Paidar, et al. 1999) but 
for 0.8 < p < 1.1, i. e. in the vicinity of the B2 structure, BOP reproduces the ab initio 
data appreciably more adequately. 

For the trigonal transformation both BOP and Finnis-Sinclair potentials reproduce 
the ab initio data quite well (Paidar, et al. 1999). In particular, both duplicate correctly the 
position of the second minimum for p = 4 that is not dictated by the symmetry. The BOP 
results again show a better agreement in the vicinity of the B2 structure, i.e. for p = 2. 

In the case of the hexagonal transformation, the results of BOP and Finnis-Sinclair 
potentials calculations follow similar curves but BOP results are in much better numerical 
agreement with ab initio data. The results of Finnis-Sinclair potentials are displaced by 
an almost constant shift towards lower values and for the structure corresponding to p = 
V2 the energy is almost the same as that of the Ll0 structure. The reason is that for this 
value of p the separations of the first and second neighbours are practically the same as in 
the Ll0 lattice and thus in any central-force model only more distant neighbours 
contribute significantly to this energy difference; this contribution is particularly small 
for the potentials used in (Paidar, et al. 1999). Consequently, a relatively high energy of 
the structure corresponding to p = V2 found in ab initio calculations must result from the 
non-central character of atomic interactions which is correctly captured by BOP. 

Finally, the energies of the following stacking fault-like defects on the (111) planes 
in Ll0 TiAl were calculated: Anti-phase boundary (APB) with the displacement j[l 01], 
complex stacking fault (CSF) with the displacement |[211] and super lattice intrinsic 
stacking fault (SISF) with the displacement |[112]. The results are shown in Table 2 
where the energies calculated using BOP are compared with those evaluated ab initio 
using FP-LAPW (Ehmann and Fähnle 1998) and FP-LMTO (Vitek, et al. 1997b) 
methods and the Finnis-Sinclair (FS) potential (Vitek, et al. 1997a). The agreement 
between BOP and the ab initio calculations is more than adequate. The most remarkable 
is that a relatively high energy of the SISF is correctly reproduced. In the case of the 
Finnis-Sinclair potential it is very low for the same reason as in the structure 
corresponding to p = 1 in the hexagonal transformation. While other central force 
potentials may lead to higher values of the SISF energy (Simmons, et al. 1997), energies 

Table 2. Energies of stacking fault-like defects (in mJnr2) calculated using four different descriptions of 

atomic interactions 

APB CSF SISF 
BOP 541 349 180 
FP-LAPW 667 362 172 
FP-LMTO 710 314 134 
FS POTENTIALS 275 275 2.9 
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as high as those found ab initio cannot be reproduced. The reason is again that the 
magnitude of this energy is controlled by non-central interactions. 

DISCUSSION 

The bond-order potentials for Ti-Al alloys presented in this study are eminently 
suitable for atomistic studies of extended crystal defects in Ll0 TiAl. First, and most 
importantly, the bond integrals determining the bond part of the energy are transferable to 
various environments and can be regarded as functions of the separations of the 
corresponding pairs of atoms. This was established by the detailed ab initio calculations 
employing the all electron TB-LMTO method. The potentials then reproduce the 
equilibrium lattice parameters, cohesive energies and elastic moduli of TiAl and not only 
guarantee the stability of the Ll0 structure with respect to alternative structures with the 
same stoichiometry but give corresponding energy differences in agreement with values 
calculated ab initio. 

A prominent value of these potentials is that they reproduce very adequately the 
variation of the energy for three transformation paths along which the structures sampled 
are very far from the ideal Ll0 lattice. This is very important because the significant 
application of these potentials is in studies of extended lattice defects such as dislocations 
and interfaces. Indeed, as shown in this paper, they give values of the energies of the 
three important planar defects, APB, CSF and SISF, in very good agreement with ab 
initio calculations. This is in contrast with central-force potentials, investigated in 
(Paidar, et al. 1999), that often lead to too low energies, in particular when the 
separations of the first nearest neighbours in the defective structure is almost the same as 
in the ideal Ll0 lattice. Such a situation is encountered most conspicuously in the SISF 
and for the hexagonal transformation. Evidently, the higher energies than what is found 
using central forces are a consequence of different bond angles present in these structures 
when compared with the Ll0 structure. This angular dependence of atomic interactions is 
correctly captured by the BOP. However, as pointed out in (Paidar, et al. 1999), the 
central-force potentials may be sufficient when investigating structural features of 
extended defects provided the configurations studied are associated with significant 
changes in separations of the first and second nearest neighbours. 

Finally, the study of the transferability of the bond integrals established that they 
are transferable not only to different structures at a fixed stoichiometry but also to 
different stoichiometries. This suggests that the constructed BOPs can also be employed 
when investigating the variation of energies and structures of extended defects in TiAl 
with deviations away from stoichiometry as well as in studies of Ti-Al alloys with 
different structures and stoichiometries. For example, as shown in (Znam, et al. 2000), 
the same BOP can be used in studies of Ti3Al crystallizing in the DO,9 structure. 

However, the situation is more complex in the case of molybdenum silicides. The 
limited transferability of the bond integrals, in particular for _-bonds that are crucial for 
Si-Si and Mo-Si bonding, represents a considerable challenge for the BOP formalism in 
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the framework of which one would like to construct transferable potentials applicable not 
only to one type of silicide, e. g. MoSi2, but to other silicides, such as Mo5Si3. 
Furthermore, the discontinuities of the bond integrals seen in Fig. 2 expose the fact that, 
unlike in Ti-Al alloys, a simple dependence on the separation of atoms is not adequate 
even for one particular silicide, such as MoSi2, and their environmental dependence must 
be considered. 

In order to overcome this difficulty we have recently derived an analytical form of 
the environmental dependence of the two-centre bond integrals (Nguyen-Manh, et al. 
2000). This new formalism is based on using the overlap matrix, neglected within the 
orthogonal tight-binding representation, to screen the two-centre bond integrals. An 
environmental dependence of the bond integrals has also been introduced in a recently 
developed spd-tight binding method (Haas, et al. 1998a, b) where it is modeled via an 
empirical function that has the same dependence on the separation of atoms irrespective 
of the angular dependence of the bond integral. In contrast, the new analytical form 
incorporating the environmental dependence of the bond integrals is angular dependent. 

As an example of this approach Fig. 6 shows the dependence of the pprc bond 
integral related to the Si-Si bonding in MoSi2 on the separation of Si atoms. In this figure 
the ab initio calculated values of this bond integral clearly display a discontinuity 
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Figure 6. Dependence of the pp_ bond integral associated with the Si-Si bonding in MoSi2 on the 
separation of Si atoms. The symbols • represent values calculated ab initio, O and D screened bond 
integrals in the vicinity of the first and second nearest neighbours, respectively, and + and X non-screened 
bond integrals in the vicinity of the first and second nearest neighbours, respectively. 
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between first and second neighbours. It is seen that this discontinuity is excellently 
reproduced by the screened, environmentally dependent, bond integrals. For comparison 
the non-screened bond integrals are also shown in this figure. They display a continuous 
transition from first to second nearest neighbours and do not follow the ab initio calcu- 
lated values. A similar behaviour has been found for dan and ppic bond integrals and it 
also applies in pure bcc molybdenum. Thus within this new formalism the transferability 
of bond integrals between bcc Mo and Cllb MoSi2 and, presumably other suicides, is 
recovered. These environment dependent bond integrals can then be used in the 
construction of BOP for TM-silicides, analogously as the bond integrals dependent only 
on the separation of pairs of atoms have been used in the construction of BOP for TiAl. 
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THE MAGNETITE (001) SURFACE: INSIGHTS FROM MOLECULAR 
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ABSTRACT 

A classical polarizable potential model is used in a molecular dynamics model of the magnetite (001) 
surface. The model, previously applied to the tetrahedral, or "A" termination of magnetite (001) is here 
applied to the octahedral or "B" termination, as well as to the hydroxylation of both the "A" and "B" 
termination. Surface relaxations for the "B" terminated surface are small, and consistent with the observed 
(V2xV2)R45 cell observed in LEED experiments. Additionally, it is shown that the relaxation of a 
tetrahedral defect on the "B" terminated surface does not give rise to the same relaxation mechanism as that 
calculated for the tetrahedral sites on the "A" surface. The lack of a "dimer" forming at the defect site is 
consistent with recent STM studies. Calculations on charge-ordered magnetite slabs indicate that, within 
the context of the ionic model used here, the surface energy of the "A" termination of magnetite is lower 
than that of the "B" termination over a wide range of oxygen fugacities. Hydroxylation has a negligible 
effect on the relative energies of the "A" and "B" surfaces, however, the large gain in energy associated 
with tetrahedral ion relaxation on the "A" surface could explain the lack of two high temperature peaks 
expected for successive removal of adsorbing waters from the same tetrahedral site. 

INTRODUCTION 

The magnetite (Fe304) 001 surface has been extensively studied using UHV 
techniques [1,2] (and references therein). These studies show the existence of at least 
two terminations for magnetite (001) depending on sample preparation and handling. In 
this paper, a classical "ionic" potential model is applied to calculate the structures and 
relative energies of two terminations of magnetite (001), as identified previously by other 
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investigators, which are believed to correspond to the two terminations observed in the 
UHV studies. 

Figure 1. This neutral, stoichiometric layer may be stacked parallel to (001) (with a 90 degree rotation 
and a 1/4, 1/4 offset) to generate the magnetite structure. Dashed atoms represent iron ion positions in 
stacking units immediately above the one illustrated. Dashed unit cell is the (V2xV2)R45 unit cell 
characteristic of the surface and the solid unit cell is the bulk unit cell. 

The spinel structure may be thought of as a sequence of neutral stacking units parallel 
to (001) as shown in Figure 1. This stacking sequence builds up the octahedral and 
tetrahedral sites characteristic of the spinel structure. The unit cell of the stacking layer is 
(V2xV2)R45 relative to the bulk. In the bulk, a tetrahedral atom, coming from the 
overlying stacking unit, is bonded to the oxygens at the center of the unit cell. This 
shrinks the cell by a factor of 1/V2 and rotates the cell by 45 degrees. In magnetite, Fe3+ 

occupies the tetrahedral sites, while the octahedral sites are filled with an equal mixture 
of Fe2+ and Fe3+. Above the Verwey temperature (119 K), the electrons in the rows of 
octahedral sites are delocalized; these sites may be thought of as being occupied by Fe2,5+ 

ions. Termination of the stacking sequence in Figure 1 will result in a neutral, 
stoichiometric, autocompensated surface with two-fold coordinated Fe3+ and five-fold 
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coordinated Fe25+ sites [3]. This surface is referred to as the tetrahedral or "A" 
termination. Of course, the Fe3+ are not tetrahedral at the surface; the two oxygen ions 
required to complete the tetrahedron belong to the overlying layer, which is absent at the 
surface. Similarly, the Fe2 5+ sites are not octahedral at the surface because the oxygen ion 
required to complete the octahedron belongs to the overlying layer. Nevertheless, it will 
be convenient to speak of tetrahedral and octahedral surface sites with the understanding 
that some of the coordinating oxygen atoms may not be present. 

The "B" or octahedral termination has been discussed in [2]. The simplest way to 
envision this termination is the following (see Figures 2 and 3 for the structures of the 
"A" and "B" terminated surfaces, respectively). Within each unit cell: 

1. remove 1/2 e from two of the Fe25+ in the octahedral sites to give Fe3+ sites. 
2. place the electron on the tetrahedral Fe3+ site to make an Fe2+ site. 
3. remove FeO from the system by taking the tetrahedral Fe2+ site and creating an oxygen 

vacancy. 

The surface is neutral; only FeO was removed. Because FeO was removed from the 
surface, the "B" termination is oxidized relative to Fe304 and the relative stabilities of the 
"A" and "B" terminations would be expected to depend on the oxygen fugacity in the 
system. Note that both surfaces maintain the (V2xV2)R45 unit cell characteristic of the 
neutral stacking units. This cell is in fact observed in LEED patterns taken of magnetite 
(001) for both terminations [1,4]. 

POTENTIAL MODEL AND PREVIOUS WORK 

The model employed here is basically an ionic model which was originally designed 
to calculate structures and energies for hydroxylated/hydrated ferric oxide surfaces. The 
O-H potential functions were taken from the polarizable, dissociating water model of 
Halley and co-workers [5], which is essentially a modification of the Stillinger-David 
model [6]. The Fe-0 parameters, including a short-range repulsion and charge-dipole 
cutoff functions were fit to the Fe3+-H20 potential surface of Curtiss and co-workers [7]. 
This model has been used in a variety of applications including ion hydrolysis in solution 
[8], ferric oxide and oxyhydroxide crystal structures [9], the vacuum termination of 
hematite (001) [10], monolayers of water on hematite (012) [11, 12], and the surface 
charging behavior of goethite (FeOOH) and hematite [13, 14]. This model has a 
tendency to overestimate Fe-0 bond distances. For example, the Fe-0 distance in the 
hexaaquo Fe(H20)6

3+ complex, as predicted by the model, is about 207 pm, whereas the 
experimental distance (known from ferric alum salts) is 199 pm [15]. Similarly 
overestimated Fe-0 bond lengths (205-206 pm) have been observed in high-level 
quantum chemistry calculations [16]. It is important to emphasize that, because of the 
requirement that the 0-0 functions remain the same in the ferric oxide solid as in water, 
the potential cannot be "fixed" in a straightforward manner. If the Fe-0 interaction is 
changed to make a shorter Fe-0 bond, the octahedrally-coordinated crystals become 
unstable towards tetrahedral coordination 

More recently, the potentials were applied to magnetite [17]. In that work, it was 
shown that, at least in a structural sense, a reasonable model for magnetite and wustite 
could be obtained simply by changing the Fe charge to 2.5+ or 2+, keeping the same 
short-range repulsive and charge-dipole cutoff function parameters. As is the case for the 
ferric oxide structures, the Fe-0 bond was found to be approximately 5 percent too large, 
for example, the Fe2+ -O distance in Fe(H20)6

2+ was predicted to be 221 pm, as opposed 
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to the experimental value of 215 pm. High-level quantum mechanical calculations give 
219 pm [16]. It appears that going beyond our rather crude description of the Fe-0 bond' 
may be difficult for ab initio methods. Given our good agreement with experiment in 
areas outline above, and in view of the electronic structural complexity of magnetite 
(giving rise to formidable challenges in applying ab initio methods), it seems justifiable 
to continue to explore the predictions of this simple model. 

RESULTS 

Structure of the "A" terminated Surface 

The relaxed structure for the "A" termination was calculated in a previous paper [17]. 
The surface is predicted to undergo significant surface relaxation involving the rotation of 
the two-fold coordinated irons into the adjacent octahedral vacancies exposed at the 
surface. At the same time the bulk tetrahedral ferric ions, which share a face with the 
surface half-octahedron newly occupied by the relaxing surface ferric irons, are 
themselves pushed to the surface, yielding a sequence of ferric "dimers" as shown in 
Figure 2. The relaxation can be viewed as an attempt to reestablish a Pauling bond order 
of 2.0 for the surface oxygens, some of which have become significantly over and 
undercoordinated at the unrelaxed surface. The relaxation energy associated with the 
reconstruction is approximately 0.72 J/m2, which is quite significant given that the 
unrelaxed surface energy is about 2.3 J/m2. 

Structure of the "B" terminated Surface 

The relaxed structure for the "B" termination is shown in Figure 3. If the "B" surface 
is generated from the "A" surface using the three-step recipe listed above, the octahedral 
sites are treated as a mixture of equal numbers of Fe25+ and Fe3+ sites, as shown in the 
Figure. Maintaining our policy, for the present, of keeping the electrons delocalized, this 
mixture of Fe25+ and Fe3+ sites is treated as if all surface irons have a charge of+2.75. 
Each of the three different possibilities for creation of the oxygen vacancy were tested. 
In the lowest energy structure, the oxygen atom adjacent to the vacancy moves into a 
bridging position with respect to the two Fe3+ irons at the surface. This small relaxation 
contributes less than 0.1 J/m2 to the slab energy. The (V2xV2)R45 symmetry is 
maintained during the surface relaxation. 

STM images of what is believed to be the "B" termination reveal the presence of a 
small number of "defects" involving the presence of tetrahedral sites between the 
octahedral rows [4]. These defects appear as single dots in the STM images. This does 
not appear to be consistent with the mode of relaxation of the tetrahedral sites on the "A" 
surface as identified in [17]. If that mechanism were to hold, the tetrahedral sites should 
always occur in pairs. It must be kept in mind, however, that the "B" terminated surface 
is oxidized, and the presence of excess ferric ions on the surface could possibly inhibit 
the relaxation mechanism identified in [17], because of the excess positive charge. To 
address this issue, we have calculated the relaxation of a tetrahedral defect on the "B" 
termination. For this charge-delocalized model, the mechanism identified on the "A" 
surface indeed does not occur. Therefore the presence of single ion defects on tetrahedral 
sites on the "B" surface does not refute operation of the "A" relaxation mechanism as 
identified in [17]. 
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Figure 2. Structure of the relaxed "A" termination of magnetite (001). Large light atoms are Fe2 5+ and 
small light atoms are Fe2+. Large dark atoms are O. Tetrahedral Fe(l) has relaxed onto the surface plane 
from its initial twofold position above and between 0(a) and O(b). Fe(2) was pushed up to the surface 
plane from below. 

Relative Energetics of Vacuum "A" and "B" Terminations 

A major objective of this paper is to assess the relative stabilities of the "A" and 
"B" terminations. As described below, it is necessary for this purpose to use a charge- 
ordered slab to model the surface, rather than using a non-integral charge on the 
octahedral sites. The model system described here therefore differs from that described in 
[17] in that the system is charge-ordered. The charge-ordering scheme, taken from 
Hamilton [18] is shown in Figure 4. In either the "A" or "B" terminations, the 
terminating surface could consist of either Fe2+ or Fe3+ ions. Because, within the context 
of our model, the Fe2+ ions prefer to be at the surface, we choose the former arrangement. 
For this arrangement, the relaxation of the surface tetrahedral iron atoms is the same as in 
the charge-delocalized arrangement as described in [17]. The structure of the "B" 
termination is also essentially unchanged from the charge-disordered case. 

For non-stoichiometric systems, calculation of the surface energies cannot be carried 
out in the standard way, according to the formula Y=l/2A(Esiab-EbUik), where A is the area 
of the slab, Esiab is the energy of the slab and Ebuik is the bulk energy of an equivalent 
number of formula units in the bulk. The issue, of course, is that for the 
nonstoichiometric "B" surface, there is no "bulk" value against which to reference the 
slab energy. A similar problem was addressed by Wang and coworkers [19] in their 
study of nonstoichiometric terminations of hematite (001). Here, we take a similar 
approach, but need to overcome the constraints of using the ionic model: we cannot 
calculate energies for O2 or metallic iron. 
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Figure 3. Structure of the relaxed "B" terminated surface of magnetite (001). Atoms are identified 
according to the protocol in Figure 2. The major structural feature is the bridging O between the Fe + ions. 
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Figure 4. Charge ordering scheme used in the calculation of the relative energies of the "A" and "B" 
terminations. Atoms are identified according to the protocol in Figure 2. Fe2+ and Fe3+ are arranged in 
layers parallel to (001). 

Following [19], we start with the equation giving the total energy of the slab in terms 
of the chemical potential of Fe and O, where we have assumed that pV and TS are small 
and/or constant from slab to slab: 

ßslab-Eslab -NfeM-Fe-NoM-O (1) 

Because of the interdependence between the chemical potentials of magnetite, oxygen 
and iron: 

|IFe=l/3HFe304-4/3Ho (2) 

Equation (1) may therefore be rewritten: 

ßslab=Eslab -l/3NFeUM04 + (4/3NFe-N0)Ho (3) 

where the first two terms are just the standard definition of the energy of the slab relative 
to the bulk, and the third term accounts for stoichiometric deviations in terms of the 
chemical potential of oxygen (note that this term is zero for a stoichiometric slab as 
4/3NFe=N0). Of course, the chemical potential of oxygen cannot be calculated directly in 
the context of an ionic model. However, for the equilibrium between oxygen gas, 
magnetite and hematite, the chemical potential of oxygen gas is defined: 

2Fe304+ l/202 = 3Fe203 (4) 
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l/2Ho2-3(J-Fe203- 2UFe304 (5) 

Therefore, we can define an "energy" for the 02 gas by evaluating the left side of 
equation 5 using the ionic model. Similarly, for the equilibrium between magnetite and 
wustite: 

l/2U02 = UFe304-3UFe0 (6) 

and wustite and hematite: 

l/2Uo2 = UFe203-2UFeO (7) 

Because the oxygen pressures for each of these buffers are known [20] one can plot 
the calculated oxygen chemical potentials as a function of log P02. Equations (6) and (7) 
represent metastable equilibria, but, nevertheless, oxygen pressures for each of the 
reactions are known and can be used to establish the relationship between the calculated 
oxygen chemical potential and P02. This allows the calculation of the surface energy of 
the model slab as a function of oxygen pressure in Equation (3). This relationship allows 
calculation of the relative energies of the "A" and "B" terminated slabs over the entire 
range of accessible conditions. As shown in Figure 5, the "A" termination is everywhere 
stable relative to the "B" termination. As a caveat, we remark that this calculation will 
depend to some extent on the possibility of rearranging charge in going from the "A" to 
the "B" termination.   We have ignored this possibility. 

It was mentioned above that estimation of the relative energies of the "A" and "B" 
terminations required charge-ordered slabs. This is because the energy of the charge- 
delocalized slab with Fe25+ octahedral sites is significantly higher (2.4 eV/formula unit) 
than that of the charge-localized slab, because of both Madelung and polarization effects. 
The higher (less negative) coulomb energy would be offset in the delocalized system by a 
decrease in the kinetic energy of the electrons, which, of course, is not included in the 
ionic model. One must therefore use the charge-ordered magnetite to maintain 
consistency with the hematite and wustite energies, otherwise the energy of magnetite 
will be artificially raised above hematite and wustite due to the delocalized charge in 
magnetite. 

Hydroxylated "A" and "B" terminations 

Upon exposure to the atmosphere, water molecules will adsorb to undercoordinated 
iron ions at the surface to complete their coordination spheres. It may be fortuitous that 
the "B" terminated surface has been observed by a group working at Tulane University in 
the humid climate of Louisiana, U.S.A. [4], while the "A" terminated surface has been 
observed by workers at the W. R. Wiley Environmental Molecular Sciences Laboratory 
a U.S. DOE user facility located in the arid climate at Richland, Washington, U.S.A [1]' 
but it does raise the reasonable question that water activity may have some role in 
promoting one surface over another. Of course there is plenty of water available even in 
the dry Richland air to cover the unsaturated surface sites, nevertheless the issue 
warrants further investigation. 

Calculations were carried out on three sets of hydroxylated slabs, including both the 
relaxed and unrelaxed "A" terminations, and the "B" termination. For the "A" sites four 
waters are added per unit cell to the octahedral sites and two waters per unit cell are 
added to the tetrahedral sites. Assuming each of the sites has at least one proton, there 
are 12!/(6!x6!)=924 possible tautomers for each unit cell. An exhaustive search through 
these possible tautomers yielded the structure shown in Figure 6a as the lowest-energy 
tautomer.   An analogous investigation for the "B" terminated surface yielded the 
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Figure 5. Relative energies of the "A" and "B" terminated surfaces using the charge ordering scheme in Figure 4. 

structure shown in Figure 6b. Because of the large number of tautomers within the unit 
cell, it was not possible to examine arrangements outside the k=0 (all unit cells the same) 
approximation, as was done for hematite (012) [12]. Total water binding energies for 
both surfaces were about 2.32 J/m2, indicating that the presence of water will have little 
effect, at least in a thermodynamic sense, on which surface is observed. 

It is of interest that the unrelaxed "A" terminated surface is lower in energy than the 
relaxed "A" surface upon hydroxylation; the presence of water in the system should 
"undo" the surface relaxation predicted in [17]. This in fact explains an apparent paradox 
suggested by temperature-programmed desorption studies on magnetite (001) [21]. 

(a) (b) 
Figure 6. Minimum energy tautomeric forms for the hydroxylated "A" (a) and "B" (b) terminations. Note that in the 
minimum energy structure for "A", tetrahedral sites revert back to the unrelaxed configuration. 
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These investigators showed the existence of three peaks in the (001) TPD spectrum at 
225, 260, and 325 K. Each peak contributes approximately equal amounts to the TPD 
spectrum. In one possible interpretation, the 225 and 260 K peaks are contributed by 
octahedral Fe2+ and Fe3+ sites, while the peak at 325 K is coming from the Fe3+ tetrahedral 
sites. An objection to this interpretation is that one would not expect the two waters on 
the tetrahedral sites to desorb at the same temperature. Once one of the waters has 
desorbed, the remaining water should be held significantly more tightly as the surface 
Fe3+ is now only threefold coordinated. It seems reasonable to expect two peaks at high 
temperature because the desorbing waters are coming from the same site. 
This puzzling lack of two peaks at high temperatures can be rationalized by calling on the 
large surface relaxation energy to reduce the binding energy of the final water removed 
from the surface. Calculation of binding energies for each of the waters on the 
tetrahedral sites shows that the binding energy of the second water (43 kcal/mol) is in fact 
the same as that of the first (44 kcal/mol). The similarity in binding energies arises 
because the "A" surface relaxation mechanism is not accessible until the second water is 
removed from the surface. After this water is desorbed, the system gains 0.72 J/m2 of 
surface energy in relaxation, thus decreasing the total binding energy of the second water 
to a value very close to that of the first water. 

CONCLUSIONS 

Classical ionic potential model was used to calculate the structure of the octahedral "B" 
termination of magnetite (001), and the relative energies of the tetrahedral "A" and 
octahedral "B" terminations of magnetite (001) both under vacuum and hydroxylated 
conditions. The conclusions resulting from the calculations presented here may be 
summarized as follows: 

1. Surface relaxations for the "B" terminated surface are small, and consistent with the 
observed (V2xV2)R45 cell observed in LEED experiments. 

2. The relaxation of a tetrahedral defect on the "B" terminated surface does not give rise 
to the same relaxation mechanism as that calculated for the "A" surface. This means 
that a "dimer" would not be observed at these defect sites, which is consistent with 
STM studies. 

3. Within the context of the ionic model used here, the surface energy of the "A" 
termination of magnetite is lower than that of the "B" termination over a wide range 
of oxygen fugacities. 

4. Hydroxylation has a negligible effect on the relative energies of the "A" and "B" 
surfaces. 

5. The large gain in energy associated with tetrahedral ion relaxation on the "A" surface 
could explain the lack of two high temperature peaks expected for successive removal 
of adsorbing waters from the same tetrahedral site. 
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SUBJECT INDEX 

Aging Bond order potential (BOP), 481,485, 
isothermal, 309, 315-319 488-496 

Al alloy see Aluminum alloy Body-centered cubic, see bcc 
Alloy, see also entries under specific Bragg-Williams approximation, 11 

alloys Bragg-Williams mean field (BWMF) 
semiconductor, 39 theory, 268-272, 279-280 
solid solution, see Solid solution Bravais lattice, 89-90 

Almandine (FeiA^SiiO^), see Garnet, Brioullin zone, 272, 273 
almandine Buckle test, 410 

Aluminum alloy 
Ni-AI, 440-451 Central force model (CFM), 337 
Cu-Al, 430-436 Chemical potential, 262, 263,505 
Ti-Al, 482-485,488-495 Cluster Variation Method (CVM) 125- 

Andradite (Ca3Fe2Si30|2), see Garnet, 128, 130-137,157,236, 
andradite 242,250,251,253-255, 

Angular correlation positron annihilation 258, 259, 262, 264, 266, 
2-dimensional (2d ACAR), 366,373 269, 277 

Annealing, 116-120, 296, 299, 310, 313 cluster field method (CFM), 157 
defect, 430 continuous displacement (CD) 

Annealing algorithm, 255 formulation, 236 
Antiferromagnetic, 263, 366, 421 tetrahedron cluster field method 
Antiphase boundaries (APBs), 162-171, (TCFM), 157 

493 Co, see Cobalt 
Antiphase ordered domains, (APDs), 163, Co alloy, see Cobalt alloy 

168 Cobalt, 264 
Atomic mobility, 323; see also Diffusion Cobalt alloy 

and Ionic mobility Co-Cr-Mo, 308-322 
Atomic scattering factor, 331 Co-Ni, 382 
Austenitic transformation see Phase Coherent potential approximation (CPA), 

transformation, austenitic 199-216,345,350,360- 
362 

bcc (body-centered cubic), 66,78, 162, Korringa-Kohn-Rostoker CPA 
176,177,221,240,242, (KKR-CPA), 200, 204, 
262-265, 372, 394, 395, 206, 208, 214-216, 369- 
474-476 371 

Ia3d space group, 418 polymorphous CPA (PCPA), 205, 
Binding energy, 507-508 207,209,213-216 
Bloch Spectral Function (BSF), 374, 375 screened CPA (S-CPA), 203, 204, 
Bond energy, 482-483 215 
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Coherent potential approximation 
(continued from previous 
page), 

screened impurity model CPA (SIM- 
CPA), 203-205,215 

Coincident site lattice (CSL), 22,24,29-32 
Composition-conserving defect 

concentration (CD), 443- 
445 

Constitutional defect, 440; see also Point 
defect 

Copper alloys 
Cu-Au, 245, 330-339 
Cu-Pd, 168 
Fel.34at.%Cu, 179 

Cordierite, 6 
Corrosion 

intergranular, 17-24 
Crack, 413 

compressive, 414 
propagation, 396, 413 

Cu alloys see Copper alloys 
Curie temperature, 263-266 
Current-in-plane (CIP), 345 
Current-perpendicular-to-plane (CPP), 

344, 345, 362 

Defect, see also defect type 
annealing, 430 
formation energy, 190 
migration energy, see also Diffusion, 

190-193 
structural, 313 

Density function theory (DFT), 418 
and local density approximation 

(DFT-LDA), 200-201, 
203-204,209-210,214- 
216 

dhcp (double hexagonal close-packed), 
222, 226 

Diamond-anvil cell (DAC), 222, 223, 225, 
230 

Diffraction 
electron, 460, 462 
Kikuchi pattern, 21 
spatially resolved x-ray diffraction 

(SRXRD), 288-298 
superlattice reflection, 226,227 
time resolved x-ray diffraction 

(TRXRD), 287-293 
x-ray, 228, 310, 396; see also X-ray 

Diffusion, 176-183 
grain boundary, 148 
oxygen, 148-150 
twin boundary, 3-15 

Dimer, 178-182 

Direct valence, 56-57 
Dislocation, 319, 324 
Disorder, 359, 358, 357; see also Order 

kinetics, 133 
order, 77-85 
spinodal, 124-137 

Dynamical instability, 474 

Electromigration, 50-58 
Electron microprobe, 32; see also Electron 

probe microanalyzer 
Electron probe microanalyzer (EPMA), 

394-395 
Electronic structure, 50-58 

calculation of, 474 
Electronic topological transition (ETT), 

374, 375, 377 
Embedded atom method (EAM), 337 
Embrittlement 

oxidation, 29-36 
Entropy 

calculation of, 253 
correction, 272 

Fatigue, 401, 407 
fracture, 401 
strength, 408 

Face-centered , see fee 
Failure strain, see Strain, failure 
fee (face-centered cubic), 66, 159, 166, 

221,227,229-230,239- 
241,262-265,269,277, 
310-324,346,367,386, 
474 

Fe, see Iron 
Fe alloy, see Iron alloy 
Feldspar, 143, 147 
Fermi energy, 355, 359 
Fermi surface, 330, 338, 367-370 
Ferromagnetic, 263, 366 
Fourier transform, 272, 274, 281, 333- 

334, 370 
Fracture, see also Crack 

fatigue, 401 
toughness, 396, 410 

Garnet, 143, 147; see also mineral name 
for formula 

almandine, 418, 421-424 
andradite, 418-424 
grossular, 418, 421-424 
hydrogrossular (katoite), 424 
pyrope, 418,421-424 
spessartine, 418,421 -424 
uvarovite, 418-424 

Giant magnetoconductance (GMC), 344- 
357 
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Giant magnetoresistance (GMR), 367 
Gibbs free energy, 8, 9 
Goethite (FeOOH), 501 
Grain boundary, 17-24, 28-36,432 

character distribution of (GBCD), 31- 
35 

electromigration, 54, 55 
transport, 3-15 

Green's function, 345-349, 361 
Korringa-Kohn-Rostoker (KKR), 53, 

200,204,206,208,214- 
216 

self-consistent (LSGF), 66, 205, 207, 
209,216 

Grossular (Ca3Al2SijOi2), see Garnet, 
grossular 

hep, 226-228, 310-324,474; see also dhep 
Hematite, 505, 507 
Hip joint, 307 
Hydrogrossular (Ca3Al2(04 H4)3), see 

Garnet, hydrogrossular 

Indium tin oxide (ITO) film, 410-416 
Infrared spectroscopy, 424 
Ionic mobility, 3; see also Diffusion and 

atomic mobility 
Ionic potential model, 508 
Instability 

phase, 46 
Interphase boundary (IPB), 170 
Iron, 221-231,264 

melting curve, 230 
Iron alloy 

Au-Fe, 430-436 
austenite stainless steel, 19, 20 
Fe-Al, 116-120, 163 
Fe-Co, 263-266 
Fe-Cu, 384-387 
Fe-Ni, 382-384, 386 
Fe-Si, 162 
Ni4at%iron alloy, 29-35 
SM 490 steel, 402,408 

Kikuchi pattern, 21 
Kinetic cluster field approach (KCFA) 
Kinetics 

ordering 116-120 
phase transformation, 316, 319 

Kohn-Sham, 346 
Kolmogorov-Johnson-Mehl-Avrami 

(KJMA) law, 179 
Korringa-Kohn-Rostoker (KKR), 53, 200, 

204,206,208,214-216 
Krivoglaz-Clapp-Moss (KKM), 94 
Kubo-Greenwood, 344, 345 

Kubo-Landauer, 352 

Landau potential, 4 
Laser heating, 222-224 
Lattice gas model, 90 
Lattice instability, 476 
Linear muffin tin orbital (LMTO), 484 

full potential (FP-LMTO), 489, 493 
tight binding (TB-LMTO), 345-347, 

351,484-488 
Local density approximation, 445 
Locally self-consistent multiple scattering 

method (LSMS), 200, 
202,205,207,209,213, 
214 

Long range order, see Order, long-range 

Magnetic dichroism, 381 
Magnetite (Fe304), 143, 147,499-505 
Magnetoconductance, 348; see also Giant 

magnetoconductance 
Markovian process, 176 
Martensite, 311,313 
Martensitic transformation, see Phase 

transformation, 
martensitic 

Mean-field approximation (MFA), 94, 
157 

kinetic MFA (KMFA), 157 
Mean square relative displacement 

(MSRD), 246, 247 
Microstructure see microstructure type 
Modulated structure, 43-45 
Molecular dynamics calculation, 499 
Monomer, 177-180 
Monte Carlo (MC), 6, 10, 78-84, 196 
Multilayer, see also Semiconductor 

metallic magnetic, 345; see also 
multilayer composition 

Co/Cu/Co, 345, 350, 352, 356-362 
Fe/Cr/ Fe, 370-373 
Cu/Ni/Cu, 367-369 

Neutron diffraction analysis, 105-107 
Ni alloy, see Nickel alloy 
Nickel alloy 

Ni-Al, 68, 166, 190-196 
Ni-V alloy, 95 

Onsager Cavity Field Approximation 
(OCFA), 270-272, 277- 
280 

Order, 421 
cation and anion, 102-112 
disorder, 77-85, 189, 
kinetics of ordering, 116-120 
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Order (continued from previous page), Raman scattering, 330 
Krivoglaz-Clapp-Moss, 94 Reciprocal space, 333 
long-range (LRO), 116-120, 130-133, Relaxation time, 136 

160- 161, 195, 196,252, 
257, 272 Scanning electron microscope (SEM), 

order-disorder transition, 240, 264 319,393-399 
short-range, 89-95, 183, 271, 272, Self-assembly, 46-48 

331-338,429-436 Self organization 
spinodal, 162 self organized compositional 
and surfaces, 77-85 modulation (SOCM), 42- 

Order parameter, 5-14, 80-84, 245, 247, 45 
275,280,281,335 Semiconductor, see also Alloy, 

Organic light emitting display (OLED), semiconductor 
409 of binary III-V compounds, 455 

Path probability method (PPM) 128-130 Ga,,tIntAsvSb|.v, 39-41 
Phase boundary InGaAsP, 456-468 

phase diagram, 227 InAsSb layers in, 460, 461 
phase separating curves, 240, 242 Shear band,313 

Phase diagram Short range order, see Order, short-range 
computationally determined, 241, Si alloy, see Silicon alloy 

243,271,278 Silicon alloy, 
experimentally determined, 227, 229 Mo-Si, 483, 487, 493,495 
phase boundary, 227 Single edged notched beam (SENB) test, 
phase separating curves, 240 397 

Phase separation, 456 Solid solution, 102-112; see also Alloy 
Phase transformation, 292, 296-302; see Spectroradiometry, 224 

also Transition Spessartine, (Mn^A^SijO^), see Garnet, 
allotropic, 310 spessartine 
diffusionless, 311 Spinel structure, 500 
isothermal, 309, 316 Spinodal disorder, 124-137 
kinetics, 162-170,301 Spinodal order, 162 
martensitic, 309, 311, 315, 316, 323 Stacking fault, 
order-disorder transformation, 242 complex stacking fault (CSF), 493 
strain induced (SIT), 313-315 superlattice intrinsic stacking fault 

Phase transition, see Transition, see also (SISF), 493 
Phase transformation Stacking fault energy, 320, 323, 431 

Planck radiation function, 224 Strain 403, 412, 414 
Plastic strain, see Strain, plastic failure, 410 
Platinum plastic, 313-315 

alloy with tungsten, 476 Strain energy, 461 
Point defect Strain induced transformation (SIT), see 

formation energy, 64, 68-72 Transformation, strain 
thermal, 441,443 induced 

Precipitate, 396; see also Symplectite Stress, 403, 406 
Pressure, 445-448, 476 Structural defect see Defect, structural 

extremes of, 231 Superlattice, 45, 46 
Probability distribution (PD), 250, 251, reflections of, see also Diffraction, 

257,259 226, 227 
probability distribution function Surface 

(PDF), 236 ordering, 77-85 
Pt, see Platinum relaxation, 500-508 
Pyrochlore, 102-112 Susceptibility, 134-136 
Pyrope (MgjAUSijO^) see Garnet, pyrope Symplectite, 143, 147 
Pyroxene, 143, 147 
Quartz, 143,147 Ta alloys, see Tantalum alloys 

526 



Tantalum alloys 
TaC alloys, 287,291-297 

Temperature 
extremes of, 231, 286 

Thermal diffuse scattering 332 
Ti, see Titanium 
Ti alloy, see Titanium alloy 
Tight binding linear muffin tin orbital 

(TB-LMTO), see Linear 
muffin tin orbital, tight 
binding 

Titanium, 289, 295-299 
Titanium alloy 

Mo-Ti-C, 393-399 
Nb-Ti-C, 393-399 , 

Transformation, see Phase transformation; 
see also Transition 

Transition, 271; see also Phase 
transformation 

far-from-equilibrium, 128 
first order phase transition (FOPT) 

451,452 
isostructural, 449-451 
near-equilibrium, 128 
order-disorder, 240 
temperature, 131, 275, 277, 280 

Transmission Electron Microscope 
(TEM), 20-22, 42-44, 149- 
150,311,324,394,431, 
456-465 

dark field, 459-461 
Transport, 344 

ballistic, 356 
diffusive, 356 

Tungsten 
alloy with Pt, 476 
WO,.„ 3 

Twin walls, 4-14 

Uvarovite (Ca3Cr2Si30i2), see Garnet, 
uvarovite 

Vacancy, 117-119, 176-182, 189, 193, 
441,444 

formation energy, 66-68, 193 
migration energy, (see also 

Diffusion), 194 

Wagner-Schottky model, 69, 70,441,445, 
449 

Weld, 401,402 
Wind valence, 50-53 
W, see Tungsten 

X-ray, 222, 225; see also Diffraction, x- 
ray 

absorption fine structure (EXAFS), 
330 

atomic scattering factor, 331 
magnetic linear dichroism (XMLD), 

382-384, 386 
spatially resolved x-ray diffraction 

(SRXRD), 288-298 
time resolved x-ray diffraction 

(TRXRD), 287-293 
X-ray absorption fine structure (EXAFS), 

330 
X-ray magnetic linear dichroism 

(XMLD), 382-384, 386 

YBa2Cu07 

on SrTiOj substrates, 6 

Zn alloy, see Zinc alloy 
Zinc alloy 

Ag-Zn, 430-436 
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